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Preface

We are pleased to share CyBOK Version 1.0 with you. The journey for CyBOK began on the
1st of February 2017, when we started our Scoping Phase (Phase ). This involved a range
of community consultations, both within the UK and internationally, through a number of dif-
ferent activities designed to gain input from as wide an audience as possible. The activities
included:

* 11 community workshops with 106 attendees across the UK;
+ 44 responses through an online survey;
+ 13 position statements;

+ 10 in-depth interviews with key experts internationally across the socio-technical spec-
trum of cyber security; and

+ 28 responses to a paper-based exercise as part of a panel at the Advances in Security
Education Workshop at the USENIX Security Symposium 2017 in Vancouver, Canada.

There was a balance of inputs from academia and practitioners across most of these con-
sultations.

We complemented the consultations with analysis of a number of documents that typically
list key topics relevant to cyber security. Example documents included:

+ Categorisations, such as the ACM Computing Classification System (CCS) taxonomy;

« Certifications, such as Certified Information Systems Security Professional (CISSP) and
the Institute of Information Security Professionals (IISP) Skills Framework;

+ Calls for papers such as IEEE Symposium on Security & Privacy and USENIX Sympo-
sium on Usable Privacy and Security;
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+ Existing curricula, such as the ACM computer science curriculum and the work of the
Joint Task Force on Cybersecurity Education;

« Standards, such as BS ISO-IEC 27032 2021 and NIST IR 7298; and
« Tables of contents of various textbooks.

We used a variety of text-mining techniques, such as natural language processing and au-
tomatic text clustering to group relevant topics and identify relationships between topics. A
two-day workshop of the editors and researchers involved in the scoping synthesised the
various analyses to identify the 19 Knowledge Areas (KAs) that form the scope of the CyBOK.
These were published for community feedback. Although none of the 19 KAs needed to be
removed or new ones added on the basis of the feedback, the topics to be covered under
each KA were refined. The KAs were also categorised into five top-level categories. Version
2.0 of the Scope document was published on the CyBOK website in October 2017 and forms
the basis of the KAs in CyBOK Version 1.0. The details of the scoping work are discussed in
the following article:

Awais Rashid, George Danezis, Howard Chivers, Emil Lupu, Andrew Martin, Makayla Lewis,
Claudia Peersman (2018). Scoping the Cyber Security Body of Knowledge. |[EEE Security
& Privacy 16(3): 96-102.

In Phase Il (which started on the 1st of November 2017), the authoring of the 19 KAs began.
For each KA, we drew up a list of internationally recognised experts on the topic as candidate
authors and panels of reviewers. These lists were scrutinised by the CyBOK project’s Profes-
sional Advisory Board and Academic Advisory Board. Following their input, and any updates,
we invited a leading international expert to author the KA and a set of key experts as mem-
bers of a peer-review panel to provide review and feedback on the KA, under the management
of one of the CyBOK editors.

Each author prepared a strawman proposal for initial review and feedback by the expert peer-
review panel. This was followed by a full draft (woodenman), which was reviewed by the
panel, generating feedback for the authors—and often multiple iterations of discussion and
updates. Once all feedback from the review panel had been addressed, the author prepared a
draft for public review (tinman)'. The public review for each KA remained open for 4 weeks. All
comments received from the public review were considered and, where appropriate, updates
were made to the KA. If acomment was not addressed, a clear rationale was recorded for the
reason. Following these updates, Version 1.0 of the KA was released on the CyBOK website.
These collectively form the CyBOK Version 1.0.

In addition to the authoring of the KAs, work was undertaken by the project team to identify
learning pathways through CyBOK. This involved analysis of a number of curricular frame-
works, professional certifications and academic degree programmes to study their coverage
and focus with regards to CyBOK. A first analysis of four curricular frameworks was provided
in the following paper:

"Due to the time constraints for Phase II, the panel and public reviews for Web & Mobile Security and Authen-
tication, Authorisation & Accountability were conducted in parallel.
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Joseph Hallett, Robert Larson, Awais Rashid (2018). Mirror, Mirror, On the Wall: What
are we Teaching Them All? Characterising the Focus of Cybersecurity Curricular Frame-
works. Proceedings of the Advances in Security Education Workshop, USENIX Security
Symposium.

Further analyses are available on the CyBOK website along with knowledge trees derived
from each KA for ease of mapping any curricular framework, degree programme or profes-
sional certification onto the CyBOK. The website also contains a wealth of other material
such as webinars and podcasts—resources that complement the text and reference mate-
rial covered within the KAs.

Several key principles have underpinned the development of CyBOK:

International focus. Though the projectis funded by the National Cyber Security Programme
inthe UK, itis a truly international effort—engaging expert authors and reviewers around
the world to develop a collective foundation for the discipline of cyber security.

For the community, by the community. The editors have led the effort but the scope, the
KAs, the reviews and updates are all driven by community inputs.

Transparency. All outputs from the project work are made available on the website, including
the scope, the guide to authors, draft and release versions of KAs and the analyses of
curricular frameworks, university programmes and professional certifications. The only
exceptions to this are the individual comments from the scoping work, expert panels
or public review which, due to ethics requirements, cannot be made public. The same
holds for the universities that voluntarily contributed their programmes for analysis on
the assurance that the programme or university would not be made public.

Free and openly accessible. CyBOK is acommunity resource, freely available under the Open
Government License. A key, over-arching guiding principle for CyBOK Version 1.0 and
any future versions of CyBOK is that it remains an open and freely available resource
for the community, e.g., it will not be placed behind a pay wall or a login page.

Academic independence. The editorial team has had full academic independence and all
editorial decisions have solely rested with the editors.

Phase Il of CyBOK concluded with CyBOK Version 1.0 on the 31st of October 2019. The project
has entered into Phase /I, under the guidance of a Steering Committee of academics and
practitioners. An important focus in Phase IIl will be supporting universities across the UK
in mapping their cyber security degree programmes onto the updated degree certification
programme from the National Cyber Security Centre (NCSC), which will be based on CyBOK
Version 1.0. This will provide a large-scale analysis of CyBOK’s usage, both within a certifica-
tion framework and within a variety of university-level programmes. We will also endeavour
to support colleagues across the world in utilising CyBOK within their programmes, with guid-
ance from the team as well as tools to support them in the task. The steering committee will
also keep CyBOK Version 1.0 under review to identify where updates may be required and
follow a rigorous process, similar to Phase II, for such updates.

Beyond that, CyBOK offers a range of opportunities in transforming education and training
programmes. It can provide a rigorous knowledgebase to study, strengthen and update the
focus of various professional certification programmes. Opportunities also exist in terms of
providing a basis of job descriptions so that employers can clearly articulate and evaluate the
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knowledge they expect from potential cyber security recruits. Furthermore, given its compre-
hensive nature, it can be used to benchmark cyber security capacity within an organisation
or even across a nation. In many ways, the journey has just begun. And we look forward to
working with colleagues around the world on future updates and usage.
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I The Cyber Security Body Of Knowledge cyBGK

Cyber security is becoming an important element in curricula at all education levels. However,
the foundational knowledge on which the field of cyber security is being developed is frag-
mented, and as a result, it can be difficult for both students and educators to map coherent
paths of progression through the subject. By comparison, mature scientific disciplines like
mathematics, physics, chemistry, and biology have established foundational knowledge and
clear learning pathways. Within software engineering, the IEEE Software Engineering Body
of Knowledge [3] codifies key foundational knowledge on which a range of educational pro-
grammes may be built. There are a number of previous and current efforts on establishing
skills frameworks, key topic areas, and curricular guidelines for cyber security. However, a
consensus has not been reached on what the diverse community of researchers, educators,
and practitioners sees as established foundational knowledge in cyber security.

The Cyber Security Body of Knowledge (CyBOK) aims to codify the foundational and generally
recognised knowledge on cyber security. In the same fashion as SWEBOK, CyBOK is meant
to be a guide to the body of knowledge; the knowledge that it codifies already exists in lit-
erature such as textbooks, academic research articles, technical reports, white papers, and
standards. Our focus is, therefore, on mapping established knowledge and not fully replicat-
ing everything that has ever been written on the subject. Educational programmes ranging
from secondary and undergraduate education to postgraduate and continuing professional
development programmes can then be developed on the basis of CyBOK.

This introduction sets out to place the 19 Knowledge Areas (KAs) of the CyBOK into a co-
herent overall framework. Each KA assumes a baseline agreement on the overall vocabulary,
goals, and approaches to cyber security, and here we provide that common material which
underpins the whole body of knowledege. We begin with an overview of cyber security as
a topic, and some basic definitions, before introducing the knowledge areas. The KAs and
their groupings into categories are, of course, not orthogonal and there are a number of de-
pendencies across the KAs which are cross-referenced and also separately captured visually
onthe CyBOK web site (https://www.cybok.org). We then discuss how the knowledge in the KAs
can be deployed to understand the means and objectives of cyber security, mitigate against
failures and incidents, and manage risks.

Although we have necessarily divided the CyBOK into a number of discrete Knowledge Areas
(KAs), it is clear that there are many inter-relationships among them. Those with professional
responsibility for one area must typically have at least a moderate grasp of the adjacent top-
ics; someone responsible for architecting a secure system must understand many. There are
a number of unifying principles and crosscutting themes — security economics; verification
and formal methods; and security architecture and lifecycle — that underpin the development
of systems that satisfy particular security properties. We conclude the introduction by dis-
cussing such principles and themes.

1.1 CYBER SECURITY DEFINITION

The CyBOK Knowledge Areas assume a common vocabulary and core understanding of a
number of topics central to the field. Whilst this Body of Knowledge is descriptive of existing
knowledge (rather than seeking to innovate, or constrain), it is evident that use of widely-
shared terminology in an established concept map is crucial to the development of the disci-
pline as a whole. Since our main aim is to provide a guide to the Body of Knowledge, we will
provide references to other definitions, rather than introducing our own.

Cyber security has become an encompassing term, as our working definition illustrates:
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Definition: Cyber security refers to the protection of information systems (hardware,
software and associated infrastructure), the data on them, and the services they provide,
from unauthorised access, harm or misuse. This includes harm caused intentionally
by the operator of the system, or accidentally, as a result of failing to follow security
procedures.

UK National Cyber Security Strategy [4]

This is a succinct definition but expresses the breadth of coverage within the topic. Many
other definitions are in use, and a document from ENISA [5] surveys a number of these.

The consideration of human behaviours is a crucial element of such a definition—but arguably
still missing is a mention of the impact on them from loss of information or reduced safety,
or of how security and privacy breaches impact trust in connected systems and infrastruc-
tures. Moreover, security must be balanced with other risks and requirements—from a human
factors perspective there is a need not to disrupt the primary task.

A large contributor to the notion of cyber security is Information Security, widely regarded as
comprised of three main elements:

Definition: Information security. Preservation of confidentiality, integrity and availability
of information.

In addition, other properties, such as authenticity, accountability, non-repudiation, and
reliability can also be involved.

ISO 27000 definition [6]
For definitions of the subsidiary terms, the reader is referred to the ISO 27000 definitions [6].

Through the developing digital age other ‘securities’ have had prominence, including Com-
puter Security and Network Security; related notions include Information Assurance, and Sys-
tems Security — perhaps within the context of Systems Engineering or Security Engineering.
These terms are easily confused, and it seems that often one term is used when another is
meant.

Many of those terms were subject to the criticism that they place an over-reliance on techni-
cal controls, and focus almost exclusively on information. Stretching them to relate to cyber-
physical systems may be taking them too far: indeed, our working definition above privileges
the notion of information (whilst also mentioning services) — whereas in the case of network-
connected actuators, the pressing challenge is to prevent unwanted physical actions.

Moreover, in some accounts of the topic, cyberspace is best understood as a ‘place’ in which
business is conducted, human communications take place, art is made and enjoyed, relation-
ships are formed and developed, and so on. In this place, cyber crime, cyber terrorism, and
cyber war may occur, having both ‘real’ and ‘virtual’ impacts. Taken as a whole, the CyBOK
delineates a large range of topics which appear to be within the broad scope of cyber security,
even if a succinct reduction of those into a short definition remains elusive. The full scope of
CyBOK may serve as an extended definition of the topic—as summarised next.
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Figure 1.1: The 19 Knowledge Areas (KAs) in the CyBOK Scope

1.2 CYBOK KNOWLEDGE AREAS

The CyBOK is divided into nineteen top-level Knowledge Areas (KAs), grouped into five broad
categories, as shown in Figure 1.1. Clearly, other possible categorisations of these KAs may
be equally valid, and ultimately some of the structure is relatively arbitrary. The CyBOK Pref-
ace describes the process by which these KAs were identified and chosen.

Our categories are not entirely orthogonal. These are intended to capture knowledge relating
to cyber security per se: in order to make sense of some of that knowledge, auxiliary and
background knowledge is needed — whether in the design of hardware and software, or in
diverse other fields, such as law.
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Risk Management &
Governance

Law & Regulation

Human Factors

Privacy & Online Rights

Human, Organisational, and Regulatory Aspects
Security management systems and organisational security controls, including standards,
best practices, and approaches to risk assessment and mitigation.

International and national statutory and regulatory requirements, compliance obligations, and
security ethics, including data protection and developing doctrines on cyber warfare.

Usable security, social & behavioural factors impacting security, security culture and
awareness as well as the impact of security controls on user behaviours.

Techniques for protecting personal information, including communications, applications, and
inferences from databases and data processing. It also includes other systems supporting
online rights touching on censorship and circumvention, covertness, electronic elections, and
privacy in payment and identity systems.

Malware & Attack
Technologies

Adversarial Behaviours

Security Operations &
Incident Management

Forensics

Attacks and Defences
Technical details of exploits and distributed malicious systems, together with associated
discovery and analysis approaches.

The motivations, behaviours, & methods used by attackers, including malware supply chains,
attack vectors, and money transfers.

The configuration, operation and maintenance of secure systems including the detection of
and response to security incidents and the collection and use of threat intelligence.

The collection, analysis, & reporting of digital evidence in support of incidents or criminal
events.

Cryptography

Operating Systems &
Virtualisation Security

Distributed Systems
Security

Authentication,
Authorisation, &
Accountability

Systems Security
Core primitives of cryptography as presently practised & emerging algorithms, techniques for
analysis of these, and the protocols that use them.

Operating systems protection mechanisms, implementing secure abstraction of hardware,
and sharing of resources, including isolation in multiuser systems, secure virtualisation, and
security in database systems.

Security mechanisms relating to larger-scale coordinated distributed systems, including
aspects of secure consensus, time, event systems, peer-to-peer systems, clouds, multitenant
data centres, & distributed ledgers.

All aspects of identity management and authentication technologies, and architectures and
tools to support authorisation and accountability in both isolated and distributed systems.

Software Security

Web & Mobile Security

Secure Software
Lifecycle

Software and Platform Security
Known categories of programming errors resulting in security bugs, & techniques for avoiding
these errors—both through coding practice and improved language design—and tools,
techniques, and methods for detection of such errors in existing systems.

Issues related to web applications and services distributed across devices and frameworks,
including the diverse programming paradigms and protection models.

The application of security software engineering techniques in the whole systems
development lifecycle resulting in software that is secure by default.

Network Security

Hardware Security

Cyber-Physical Systems
Security

Physical Layer &
Telecommunications
Security

Infrastructure Security
Security aspects of networking & telecommunication protocols, including the security of
routing, network security elements, and specific cryptographic protocols used for network
security.

Security in the design, implementation, & deployment of general-purpose and specialist
hardware, including trusted computing technologies and sources of randomness.

Security challenges in cyber-physical systems, such as the Internet of Things & industrial
control systems, attacker models, safe-secure designs, and security of large-scale
infrastructures.

Security concerns and limitations of the physical layer including aspects of radio frequency
encodings and transmission techniques, unintended radiation, and interference.

Figure 1.2: Short descriptions of CyBOK Knowledge Areas
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1.3 DEPLOYING CYBOK KNOWLEDGE TO ADDRESS
SECURITY ISSUES

1.3.1 Means and objectives of cyber security

Implicit in the definitions above is that cyber security entails protection against an adversary
or, possibly, against some other physical or random process. The latter implies some over-
lap between the notions of safety and security, although it is arguably possible to have either
without the other. Within the security domain, if our modelling accounts for malice, it will nec-
essarily encompass accidents and random processes. Therefore, core to any consideration
of security is the modelling of these adversaries: their motives for attack, the threats they
pose and the capabilities they may utilise.

In considering those threats, cyber security is often expressed in terms of instituting a num-
ber of controls affecting people, process, and technology. Some of these will focus on the
prevention of bad outcomes, whereas others are better approached through detection and
reaction. Selection of those controls is generally approached through a process of Risk Man-
agement (see below, and the Risk Management & Governance Knowledge Area (Chapter 2))
— although increasing emphasis is placed on Human Factors (see the Human Factors Knowl-
edge Area (Chapter 4)), noting the need to leverage humans as a lynchpin for improving cyber
security cultures, as well as supporting them to protect their privacy online (see the Privacy
& Online Rights Knowledge Area (Chapter 5)).

Equally, security requires an analysis of vulnerabilities within the system under consideration:
a (hypothetical) system without vulnerabilities would be impervious to all threats; a highly
vulnerable system placed in totally benign circumstances (no threats) would have no security
incidents, either.

The intended use of security controls gives rise to its own questions about whether they are
deployed appropriately, and whether they are effective: these belong to the domain of secu-
rity assurance, which has processes and controls of its own. These will involve residual risk
analysis (see below, and the Risk Management & Governance Knowledge Area (Chapter 2))
which includes an attempt to measure and quantify the presence of vulnerabilities.

1.3.2 Failures and Incidents

When adversaries achieve their goal (wholly or partially) — when attacks succeed — the collec-
tion of security controls may be said to have failed. Alternatively, we may say that insufficient
or ineffective controls were in place. Operationally speaking, one or more failures may give
rise to a security incident. Typically such incidents may be described in terms of the harm to
which they give rise: according to our definition of cyber security, these typically amount to
harm from theft or damage of information, devices, services, or networks. The cyber-physical
domain (see the Cyber-Physical Systems Security Knowledge Area (Chapter 19)) gives rise
to many additional potential harms—harms to humans may come from either information, or
from unintended physical action, or from both.

A significant sub-discipline of operational security considers detection of security failures,
and reactions to them (remediation where possible). The Security Operations & Incident Man-
agement Knowledge Area (Chapter 8) addresses the context; the Malware & Attack Technol-
ogy Knowledge Area (Chapter 6) deals with analysis of attack vectors while the Forensics
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Knowledge Area (Chapter 9) considers the technical details and processes for post-attack
analysis in a robust and reliable manner.

A recurrent theme in security analysis is that it is not sufficient to define good security con-
trols solely within a particular abstraction or frame of reference: it is necessary also to con-
sider what may happen if an adversary chooses to ignore that abstraction or frame.

This arises, for example, in communication side channels, where an adversary may infer much
from capturing radio frequency emissions from a cable, say, without needing to tap that ca-
ble physically. Similar eavesdropping effects have been observed against cryptography im-
plemented on smartcards: simple analysis of the power consumption of the processor as it
addresses each bit in turn can be sufficient to disclose the cryptographic key (see Cryptog-
raphy, Hardware Security and Software Security Knowledge Areas).

These problems occur at every level in the system design. In software, the SQL injection attack
arises (see Software Security and Web & Mobile Security Knowledge Areas) because a string
of characters intended to be interpreted as a database entry is forced to become a database
command. Files holding secrets written by one application may give up those secrets when
read by another, or by a general-purpose debugger or dump program.

Mathematical theories of refinement (and software development contracts) explore the re-
lationship of an ‘abstract’ expression of an algorithm and a more ‘concrete’ version which
is implemented: but security properties proven of the one may not be true of the other (for
example, reducing uncertainty can increase information content and lead to the leak of infor-
mation such as a cryptographic key), so great care must be taken in the construction of the
theories. ‘Black-box testing’ relies on the same notion and, since it cannot possibly test every
input, may easily miss the particular combination of circumstances which — by accident or
design — destroys the security of the program.

Operational security of a system may be predicated upon the operators following a particular
procedure or avoiding particular dangerous circumstances: there is an assumption that if
people are told in a professional context (not) to do something, then they will (not) do it. This
is demonstrably false (see the Human Factors Knowledge Area (Chapter 4)).

These — and an endless array of other — security problems arise because it is necessary to
think (and design systems) using abstractions. Not only can no individual comprehend every
detail of the operation of a networked computing system (from the device physics upwards),
even if they had the requisite knowledge they must work in abstractions in order to make
progress and avoid being overwhelmed with detail. But, for the majority of security controls,
the abstraction is no more than a thinking tool: and so the adversary is able to disregard it
entirely.

Since abstractions are usually built in layers (and computing systems are usually explicitly
designed in that way), this is sometimes known as the ‘layer below’ problem [7] because
the adversary often attacks the layer below the one in which the abstraction defining the
control sits (see, for example, the threats and attacks discussed in the Operating Systems
& Virtualisation Knowledge Area (Chapter 11) and the Hardware Security Knowledge Area
(Chapter 18)).
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1.3.3 Risk

There is no limit in principle to the amount of effort or money that might be expended on
security controls. In order to balance these with the available resources and the harms and
opportunities that might arise from emerging threats to security, a common over-arching ap-
proach to security analysis is a process of Risk Assessment — and selection of controls, a
process of Risk Management. These are explored in depth in the Risk Management & Gover-
nance Knowledge Area (Chapter 2).

As with any process of risk management, a key calculation relates to expected impact, be-
ing calculated from some estimate of likelihood of events that may lead to impact, and an
estimate of the impact arising from those events. The likelihood has two elements: the pres-
ence of vulnerabilities (known or unknown—the latter not always being capable of being miti-
gated), and the nature of the threat. The management response to the risk assessment may
take many forms, including additional controls to reduce the impact or likelihood of a threat,
accepting the risk, or transferring/sharing it with a third party (e.g., insurance), or in some
cases deciding not to proceed because all of these outcomes are unacceptable.

Security management encompasses all the management and security actions necessary
to maintain the security of a system during its lifetime. Important in this context, but out-
side of the scope of the CyBOK, are quality management practices. Such practices are long-
established in industry, essentially requiring that all work follows documented processes, and
that the processes provide metrics which are, in turn, reviewed and used to correct processes
that are not fit for purpose (‘nonconformities’).

The analogy between quality management and security is not perfect because the threat
environment is not static; however, the trend is for security management standards such
as ISO/IEC 27001 to embody standard quality management processes which are then spe-
cialised for security. The primary specialisation is the periodic use of risk management (see
the Risk Management & Governance Knowledge Area (Chapter 2)), which must also take ac-
count of the changing threat environment. It is necessary to supplement periodic risk man-
agement with continuous measures of the effectiveness of the security processes. For exam-
ple, system patching and maintenance can be continuously reviewed via vulnerability scan-
ning, logs relating to failed access attempts, user lock-outs or password resets can provide
indicators of the usability of security features.

The functions within a security management system can be grouped into Physical, Personnel,
Information Systems and Incident Management and are a mixture of standard IT system
management functions and those that are specific to cyber security.

Physical security includes physical protection of the system, including access control, as-
set management and the handling and protection of data storage media. These aspects are
outside the scope of the CyBOK.

Personnel security is concerned with a wide range of security usability and behaviour shaping,
including education and training (see the Human Factors Knowledge Area (Chapter 4)). It also
includes formal human-resource management elements such as the selection and vetting of
staff, terms and conditions of acceptable usage for IT systems (see the Law & Regulation
Knowledge Area (Chapter 3)) and disciplinary sanctions for security breaches.

Information system management includes access management (see the Authentication, Au-
thorisation & Accountability (AAA) Knowledge Area (Chapter 13)) and system logging (see
the Security Operations & Incident Management Knowledge Area (Chapter 8)). The audit func-
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tion is divided into security monitoring (see the Security Operations & Incident Management
Knowledge Area (Chapter 8)) and other IT functions, such as volumetric review for system
provisioning. Management of the information system also involves standard IT functions
such as backup and recovery, and the management of supplier relationships.

Incident management functions (see the Security Operations & Incident Management Knowl-
edge Area (Chapter 8)) are specific to cyber security and include security monitoring, incident
detection and response.

1.4 PRINCIPLES

Sound thinking and good practice in security has been codified by a number of authors. The
principles they describe touch many different KAs, and taken together help to develop a holis-
tic approach to the design, development, and deployment of secure systems.

1.4.1 Saltzer and Schroeder Principles

The earliest collected design principles for engineering security controls were enumerated by
Saltzer and Schroeder in 1975 [8]. These were proposed in the context of engineering secure
multi-user operating systems supporting confidentiality properties for use in government and
military organisations. This motivation does bias them in some ways, however they have
also stood the test of time in being applicable to the design of security controls much more
broadly.

The eight principles they enumerate are as follows:

« Economy of mechanism. The design of security controls should remain as simple as
possible, to ensure high assurance. Simpler designs are easier to reason about formally
or informally, to argue correctness. Further, simpler designs have simpler implementa-
tions that are easier to manually audit or verify for high assurance. This principle under-
lies the notion of Trusted Computing Base (TCB) — namely the collection of all software
and hardware components on which a security mechanism or policy relies. It implies
that the TCB of a system should remain small to ensure that it maintain the security
properties expected.

* Fail-safe defaults. Security controls need to define and enable operations that can posi-
tively be identified as being in accordance with a security policy, and reject all others. In
particular, Saltzer and Schroeder warn against mechanisms that determine access by
attempting to identify and reject malicious behaviour. Malicious behaviour, as it is under
the control of the adversary and will therefore adapt, is difficult to enumerate and iden-
tify exhaustively. As a result basing controls on exclusion of detected violation, rather
than inclusion of known good behaviour, is error prone. It is notable that some modern
security controls violate this principle including signature based anti-virus software and
intrusion detection.

« Complete mediation. All operations on all objects in a system should be checked to
ensure that they are in accordance with the security policy. Such checks would usually
involve ensuring that the subject that initiated the operation is authorised to perform it,
presuming a robust mechanism for authentication. However, modern security controls
may not base checks on the identity of such a subject but other considerations, such
as holding a ‘capability’.

I KA Introduction Page 9


https://www.cybok.org

I The Cyber Security Body Of Knowledge CVBGK

*+ Open design. The security of the control must not rely on the secrecy of how it operates,
but only on well specified secrets or passwords. This principle underpins cyber security
as a field of open study: it allows scholars, engineers, auditors, and regulators to exam-
ine how security controls operate to ensure their correctness, or identify flaws, without
undermining their security. The opposite approach, often called ‘security by obscurity’,
is fragile as it restricts who may audit a security control, and is ineffective against in-
sider threats or controls that can be reverse engineered.

« Separation of privilege. Security controls that rely on multiple subjects to authorise an
operation, provide higher assurance than those relying on a single subject. This princi-
ple is embodied in traditional banking systems, and carries forward to cyber security
controls. However, while it is usually the case that increasing the number of authorities
involved in authorising an operation increases assurance around integrity properties, it
usually also decreases assurance around availability properties. The principle also has
limits, relating to over diluting responsibility leading to a ‘tragedy of the security com-
mons’ in which no authority has incentives to invest in security assuming the others
will.

* Least privilege. Subjects and the operations they perform in a system should be per-
formed using the fewest possible privileges. For example, if an operation needs to only
read some information, it should not also be granted the privileges to write or delete
this information. Granting the minimum set of privileges ensures that, if the subject is
corrupt or software incorrect, the damage they may do to the security properties of the
system is diminished. Defining security architectures heavily relies on this principle, and
consists of separating large systems into components, each with the least privileges
possible — to ensure that partial compromises cannot affect, or have a minimal effect
on, the overall security properties of a whole system.

+ Least common mechanism. It is preferable to minimise sharing of resources and sys-
tem mechanisms between different parties. This principle is heavily influenced by the
context of engineering secure multi-user systems. In such systems common mecha-
nisms (such as shared memory, disk, CPU, etc.) are vectors for potential leaks of confi-
dential information from one user to the other, as well as potential interference from one
user into the operations of another. Its extreme realisation sees systems that must not
interfere with each other being ‘air-gapped’. Yet, the principle has limits when it comes
to using shared infrastructures (such as the Internet), or shared computing resources
(such as multi-user operating systems, that naturally share CPUs and other resources).

* Psychological acceptability. The security control should be naturally usable so that users
‘routinely and automatically’ apply the protection. Saltzer and Schroeder, specifically
state that ‘to the extent that the user’s mental image of his protection goals matches
the mechanisms he must use, mistakes will be minimised’. This principle is the basis
for the Human Factors Knowledge Area (Chapter 4).

Saltzer and Schroeder also provide two further principles, but warn that those are only imper-
fectly applicable to cyber security controls:

« Work factor. Good security controls require more resources to circumvent than those
available to the adversary. In some cases, such as the cost of brute forcing a key, the
work factor may be computed and designers can be assured that adversaries cannot
be sufficiently endowed to try them all. For other controls, however, this work factor is
harder to compute accurately. For example, it is hard to estimate the cost of a corrupt
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insider, or the cost of finding a bug in software.

« Compromise recording. It is sometimes suggested that reliable records or logs, that
allow detection of a compromise, may be used instead of controls that prevent a com-
promise. Most systems do log security events, and security operations heavily rely on
such reliable logs to detect intrusions. The relative merits — and costs — of the two
approaches are highly context-dependent.

Those principles in turn draw on much older precedents such as Kerckhoff’s principles re-
lating to cryptographic systems [9]. Kerchoff highlights that cryptographic systems must be
practically secure, without requiring the secrecy of how they operate (open design). He also
highlights that keys should be short and memorable, the equipment must be easy to use, and
applicable to telecommunications — all of which relate to the psychological acceptability of
the designs.

1.4.2  NIST Principles

More contemporary principles in systems design are enumerated by NIST[10, Appendix F].
They incorporate and extend the principles from Saltzer and Schroeder. They are categorised
into three broad families relating to: ‘Security Architecture and Design’ (i.e., organisation,
structure and interfaces); ‘Security Capability and Intrinsic Behaviours' (i.e., what the protec-
tions are about); and ‘Life Cycle Security’ (i.e., those related to process and management).
As such those principles specifically refer to security architecture, specific controls, as well
as engineering process management.

A number of the NIST principles map directly to those by Saltzer and Schroeder, such as Least
Common Mechanism, Efficiently Mediated Access, Minimised Sharing, Minimised Security
Elements, Reduced Complexity, Least Privilege, Secure Defaults and Predicate Permission,
and Acceptable Security.

Notably, new principles deal with the increased complexity of modern computing systems
and emphasise clean modular design, i.e. with Clear Abstraction, Modularity and Layering,
Partially Ordered Dependencies, Secure Evolvability. Other principles recognise that not all
components in a secure system may operate at the same level of assurance, and call for
those to benefit from a Hierarchical Trust structure, in which the security failure of some com-
ponents does not endanger all properties in the system. The principle of Inverse Modification
Threshold states that those components that are the most critical to security, should also be
the most protected against unauthorised modification or tampering. Hierarchical protection
states that least critical security components need not be protected from more critical ones.

The NIST framework also recognises that modern systems are interconnected, and provides
principles of how to secure them. These should be networked using Trusted Communication
Channels. They should enjoy Secure Distributed Composition, meaning that if two systems
that enforce the same policy are composed, their composition should also at least enforce
the same policy. Finally, the principle of Self-Reliant Trustworthiness states that a secure
system should remain secure even if disconnected from other remote components.

The NIST principles expand on what types of security mechanisms are acceptable for real-
world systems. In particular the principles of Economic Security, Performance Security, Hu-
man Factored Security, and Acceptable Security state that security controls should not be
overly expensive, overly degrade performance, or be unusable or otherwise unacceptable to
users. This is a recognition that security controls support functional properties of systems
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and are not a goal in themselves.

Besides principles, NIST also outlines three key security architecture strategies. The Refer-
ence Monitor Concept is an abstract control that is sufficient to enforce the security proper-
ties of a system. Defence in Depth describes a security architecture composed on multiple
overlapping controls. Isolation is a strategy by which different components are physically or
logically separated to minimise interference or information leakage.

Both NIST, as well as Saltzer and Schroeder, highlight that principles provide guidance only,
and need to be applied with skill to specific problems at hand to design secure architectures
and controls. Deviation from a principle does not automatically lead to any problems, but
such deviations need to be identified to ensure that any issues that may arise have been
mitigated appropriately.

1.4.3 Latent Design Conditions

As more and more cyber-physical systems are connected to other systems and the Internet,
the inherent complexity emerging from such large-scale connectivity and the safety critical
nature of some of the cyber-physical systems means other principles also become highly
relevant. One such principle is that of Latent Design Conditions from research in the safety-
critical systems domain by James Reason [11]. In the context of cyber security, latent design
conditions arise from past decisions about a system (or systems). They often remain hidden
(or unconsidered) and only come to the fore when certain events or settings align — in the
case of cyber-physical systems security vulnerabilities being exposed as they become con-
nected to other systems or the Internet. Reason refers to this as the Swiss Cheese model
where different holes in the slices align. These issues are discussed further in the Human
Factors Knowledge Area (Chapter 4). The key point to note is that we can no longer just con-
sider information loss as a potential consequence of cyber security breaches — but must
also consider safety implications. Furthermore, security by design is not always a possibil-
ity and, as legacy systems become connected to other networked environments, one must
consider the latent (insecure) design conditions that may be manifested and how to mitigate
their impact.

1.4.4 The Precautionary Principle

As the participatory data economy leads to a range of innovative products and services, there
are also growing concerns about privacy and potential misuse of data as has been high-
lighted by recent cases of interference in democratic processes. As such the Precautionary
Principle — reflecting on the potential harmful effect of design choices before technological
innovations are put into large-scale deployment — also becomes relevant. Designers must
consider the security and privacy implications of their choices from conception, through to
modelling, implementation, maintenance, evolution and also decommissioning of large-scale
connected systems and infrastructures on which society increasingly relies. Function creep
as the system evolves over its lifetime and its impact on the society-at-large must also be
considered [12].
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1.5 CROSSCUTTING THEMES

A number of topics and themes recur across various KAs — implicitly or explicitly — and
provide a context or unification of ideas across those KAs which cuts across the structure
chosen for the CyBOK. In a different decomposition of the CyBOK they might have been KAs
in their own right. These are an important part of the body of knowledge, and so we document
here the most substantial of them.

1.5.1 Security Economics

Economics of information security is a synthesis between computer and social science. It
combines microeconomic theory, and to a lesser extent game theory, with information se-
curity to gain an in-depth understanding of the trade-offs and misaligned incentives in the
design and deployment of technical computer security policies and mechanisms [13, 14]. For
example, Van Eeten and Bauer studied the incentives of legitimate market players — such
as Internet Service Providers (ISPs) and software vendors — when confronted with malware'
and how the actions driven by such incentives lead to optimal or sub-optimal security for
the wider interconnected system. Attacker economics is gaining importance as well (for ex-
ample, [15, 16, 17]). Attacker economics exposes cost-benefit analyses of attackers to ex-
ploit vulnerabilities in the security of the victim target, to subsequently formulate protective
countermeasures for law-abiding entities [18]. Lastly, there is the economics of deviant secu-
rity [19]. This subdiscipline of attacker economics focuses on understanding how cyber crim-
inals apply, i.e., practice, security to defend their systems and operations against disruption
from law enforcement (e.g., resilience mechanisms built into botnets [20] or anti-forensics
techniques [21]).

Security economics is, therefore, of high relevance across the various attacks and counter-
measures discussed within the different KAs within CyBOK. It also plays a key role in under-
standing the cost of security to legitimate users of the system and to the cybercriminals —
the strength of such a socio-technical approach is its acknowledgement that security is very
much a human problem, and the cost versus benefits trade-offs are key to increasing our un-
derstanding of the decisions of defenders and attackers to respectively secure their systems
or optimise attacks [13].

1.5.2 Verification and Formal Methods

Human frailty means that flaws frequently arise in system design or coding, and these often
give rise to security vulnerabilities. The Software Engineering discipline has expended much
effortin attempting to minimise the introduction of such faults, and to aid their early detection
when they arise.

At its most basic, verification and validation of software systems entails testing — for consis-
tency, uniform/predicted behaviour, and conformance to specifications. By its nature, such
testing can never be complete or exhaustive on any realistic system, and it will necessarily be
poor at finding deliberate flaws or systemic design failures. Approaches to verification and
modelling seek to reason about designs and implementations in order to prove mathemati-
cally that they have the required security properties.

Formal methods are approaches to modelling and verification based on the use of formal

Thttp://www.oecd.org/internet/ieconomy/40722462.pdf
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languages, logic and mathematics to express system and software specifications, and to
model designs of protocols and systems. For security modelling and verification the adver-
sary model is also incorporated into the reasoning, so that designs can be verified with re-
spect to their security requirements in the context of particular classes of threat. Rigorous
proofs establish that no attack of a particular class is possible, establishing security of the
design against particular kinds of adversary. There are two principal approaches to formal
modelling: computational, and symbolic.

The computational modelling approach [22] is close to the real system: it is a formal method-
ology at a more fundamental mathematical level, where messages are bitstrings, crypto-
graphic functions are defined as functions on bitstrings, system participants are generally
interactive Turing machines, and security parameters give asymptotic metrics to this method-
ology: the length of keys, complexity of algorithms, or measure of probabilities, vary with the
security parameter. The adversary is considered to be a probabilistic polynomial time Turing
machine. Precise definitions of cryptographic functions can be captured and analysed within
the model. Security requirements are expressed as properties on the model including the ad-
versary, and a security property is generally considered to hold if the probability that it does
not hold is negligible in the security parameter.

Formal modelling has been used within the field of security for some decades, across many
of the KAs classified in CyBOK under Systems Security, Infrastructure Security, and Software
& Platform Security. For example, in the area of access control, the Bell-LaPadula model [23]
provides an abstract model of the rules determining whether a subject with a certain security
clearance should have a particular kind of access to an object with a given security classi-
fication. The aim of this model is to prevent data declassification; later work generalized
this to methods for preventing certain information flows. Other access control models have
been proposed to achieve other properties, such as integrity (e.g., the Biba model [24], or the
Clark-Wilson model [25]). Formal methods enable key security properties to be expressed
and proven in the formal model. Non-interference properties have been formalised [26] in
terms of executions using transition systems, and system descriptions with transition sys-
tem semantics can be evaluated against such properties.

The symbolic modelling approach is more abstract than the computational approach, and
has been applied in a variety of flavours to the modelling and analysis of security protocols —
sequences of interactions between agents to achieve a security goal such as authentication
or key-exchange. Logic-based approaches such as the BAN logic [27] provide a language for
expressing requirements such as confidentiality and authentication, facts around the sending
and receiving of protocol messages, and inference rules to enable reasoning about correct-
ness. Language-based approaches such as Applied Pi (e.g., [28, 29, 30]) provide languages
to describe protocols explicitly, and construct a model of all possible executions including
adversarial steps, in order to reason about the guarantees that the protocol can provide. Secu-
rity properties are expressed in terms of what must be true for every execution in the model,
e.g., if Bob believes at the end of a protocol run that he shares a session key with Alice, then
the adversary is not also in possession of that session key.

Although the foundations of formal approaches are mature, the challenge has been in making
them practical. The application of formal approaches requires the careful management of
intricate detail, which in practice requires tool support to enable mechanised verification and
to check proofs. Tool support for the symbolic approach comes either from general purpose
formal methods tools applied to security problems such as Isabelle/HOL [31], or FDR [32], or
from tools tailored specifically to security such as Tamarin [33] or ProVerif [34]. These tools

I KA Introduction Page 14


https://www.cybok.org

I The Cyber Security Body Of Knowledge CVBGK

typically take either a theorem-proving approach or else a model-checking approach where
the state space is explored exhaustively.

Verification using the computational modelling approaches have been more mathematical in
nature, though tools such as CryptoVerif [35] and EasyCrypt [36] have now been developed to
support computational proofs. The symbolic and computational approaches may be used to-
gether: an attack in a symbolic model will typically give rise to an attack in the computational
model, so it is valuable to carry out a symbolic analysis of a system first in order to check for
and design out any identified attacks. Once a symbolic model is verified, then some additional
work is needed to establish security in the computational model. This can either be carried
out directly, or through the application of general techniques such as computational sound-
ness [37] which give conditions for symbolic results to apply to the computational model.

These tools are now becoming strong enough to verify deployed protocols such as TLS1.3,
which has been verified using a combination of both approaches [38], but they still require
expert guidance. Further development of the tool support is an active research area.

1.5.3  Security Architecture and Lifecycle

The word ‘architecture’ is used at all levels of detail within a system; here we are concerned
with the high-level design of a system from a security perspective, in particular how the pri-
mary security controls are motivated and positioned within the system. This, in turn, is bound
up with an understanding of the systems lifecycle, from conception to decommissioning.
Within this, the secure software lifecycle is crucial (the subject of the Secure Software Life-
cycle Knowledge Area).

The fundamental design decision is how a system is compartmentalised — how users, data,
and services are organised to ensure that the highest risk potential interactions are protected
by the simplest and most self-contained security mechanisms (see Section 1.4). For example,
a network may be divided into front-office/back-office compartments by a network router or
firewall that permits no inward connections from the front to the back. Such a mechanism is
simpler and more robust than one that uses access controls to separate the two functions
in a shared network.

The first step is to review the proposed use of the system. The business processes to be
supported should identify the interactions between the users, data or services in the system.
Potential high risk interactions between users (see the Adversarial Behaviours Knowledge
Area (Chapter 7) and data should then be identified with an outline risk assessment (see the
Risk Management & Governance Knowledge Area (Chapter 2)) which will also need to take
account of external requirements such as compliance (see the Law & Regulation Knowledge
Area (Chapter 3)) and contractual obligations. If users with a legitimate need to access spe-
cific data items also pose a high risk to those items, or if any user has unconstrained authority
to effect an undesired security outcome, the business process itself must be revised. Often
such cases require a ‘two person’ rule, for example, counter-authorisation for payments.

The next step is to group users and data into broad categories using role-access require-
ments, together with formal data classification and user clearance. Such categories are po-
tential system compartments, for example, Internet users and public data, or engineers and
design data. Compartments should ensure that the highest risk user-data interactions cross
compartment boundaries, and that common user-data interactions do not. Such compart-
ments are usually enforced with network partitioning controls (see the Network Security
Knowledge Area (Chapter 17)). Detailed design is then required within compartments, with
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the first steps being to focus on concrete user roles, data design and access controls (see
the Authentication, Authorisation & Accountability (AAA) Knowledge Area (Chapter 13)), with
more detailed risk assessments being conducted as the design matures.

Systems benefit from a uniform approach to security infrastructure, for example, the manage-
ment of keys and network protocols (see the Network Security Knowledge Area (Chapter 17)),
resource management and coordination (see the Distributed Systems Security Knowledge
Area (Chapter 12)), roles (see the Authentication, Authorisation & Accountability (AAA) Knowl-
edge Area (Chapter 13)), user access (see the Human Factors Knowledge Area (Chapter 4)),
and intrusion detection (see the Security Operations & Incident Management Knowledge Area
(Chapter 8)). CyBOK provides important foundation knowledge in these areas, but neither this
nor risk assessment are sufficient to motivate the detailed implementation of infrastructure;
they need to be complemented by current good practice. In some industries best practice is
mandated (e.g., the Payment Card Industries). In other cases it may be available from open
sources (e.g., OWASP?) or as a result of corporate benchmarking.

Orthogonal to these concerns are a number of topics which relate to the context of the system
development and operation. It is increasingly clear that a code of conduct, as prescribed by
many professional bodies, offers a valuable framework for system designers and those who
explore weaknesses and vulnerabilities within such systems. Initiatives around responsible
research and innovation are gaining ground. The discovery of vulnerabilities necessitates
a disclosure policy — and the parameters of responsible disclosure have prompted much
debate, together with the role of this in a security equities process.

These broad consideration of architecture and lifecycle have been captured within the no-
tions of ‘security by design’, and ‘secure by default’®. The former term is often applied to
detailed practices in software engineering, such as input checking, to avoid buffer overflows
and the like (see the Secure Software Lifecycle Knowledge Area (Chapter 16)). More gener-
ally, consideration of security throughout the lifecycle, including in the default configuration
‘out of the box’ (although not much software is delivered in boxes these days), demonstrably
leads to less insecurity in deployed systems.

We invite the readers to read the detailed descriptions captured in the 19 Knowledge Areas
that follow and utilise the methods, tools, techniques and approaches discussed therein
when tackling the challenges of cyber security in the increasingly connected digital world
that we inhabit.
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2.1 INTRODUCTION

This Knowledge Area will explain the fundamental principles of cyber risk assessment and
management and their role in risk governance, expanding on these to cover the knowledge re-
quired to gain a working understanding of the topic and its sub-areas. We begin by discussing
the relationship between everyday risk and why this is important in today’s interconnected
digital world. We explain why, as humans, we need effective risk assessment and manage-
ment principles to support the capture and communication of factors that may impact our
values. We then move on to describe different perspectives on cyber risk assessment — from
individual assets, to whole-system goals and objectives. We unpick some of the major risk
assessment methods and highlight their main uses and limitations, as well as providing point-
ers to more detailed information.

Security metrics are an ongoing topic of debate in the risk assessment and management do-
main: which system features to measure for risk, how to measure risk, and why measure risk
at all? These questions are framed in the context of existing literature on this topic. This links
into risk governance, which explains why effective governance is important to uphold cyber
security and some of the social and cultural factors that are essential to consider when devel-
oping governance frameworks. Almost all systems still include a human element of control,
which must be considered from the outset. Finally, even with well defined and executed risk
assessment and management plans, it is still possible that a risk will turn into reality. In such
cases, incident response is required. We discuss the importance of incident response and
its link to the risk governance process.

2.2 WHAT IS RISK?

[39, 40, 41]

Risk is at the heart of everyday life. From a child making a decision to jump out of a tree to an
investment decision by the CEO of a multi-billion dollar company, we all make decisions that
potentially impact us as individuals, and impact our broader social networks and surround-
ings. Defining risk is, therefore, a highly philosophical and contentious matter. Seminal works
by Slovic [40] and Renn [39] on risk perception capture the broad-reaching issues surround-
ing this debate, and provide a working definition that abstracts the question to allow us to
engage with the topic of risk on a socio-technical level. Renn’s working definition of risk is the
possibility that human actions or events lead to consequences that have an impact on what
humans value. This fundamentally grounds risk in human value, which applies to both the
child and CEO examples. It also applies to cyber security contexts in a world where people
and technology are intrinsically linked. The failure of one to support the success of the other
can lead to social, economic and technical disaster. The working definition of impact on val-
ues raises a further question of how to define the value and capture indicators that can be
used to measure and manage the risk. Renn defines three basic abstract elements required
for this: outcomes that have an impact on what humans value, possibility of occurrence (un-
certainty), and a formula to combine both elements. These elements are at the core of most
risk assessment methods. Such methods aim to provide a structured approach to capturing
the entities of value and the likelihood of unwanted outcomes affecting the entities, while
also bearing in mind that even something with very low probability may be realised and may
have significant impact on a value. We, therefore, use Renn’s working definition of risk for
discussion in this KA in the context of cyber risk.
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A key challenge with risk assessment and management is making assumptions explicit and
finding the balance between subjective risk perceptions and objective evidence. Risk assess-
ment is, therefore, a process of collating observations and perceptions of the world that can
be justified by logical reasoning or comparisons with actual outcomes [41]. Risk management,
on the other hand, is the process of developing and evaluating options to address the risks in
a manner that is agreeable to people whose values may be impacted, bearing in mind agree-
ment on how to address risk may involve a spectrum of (in)tolerance — from acceptance to
rejection. Risk Governance is an overarching set of ongoing processes and principles that
aims to ensure an awareness and education of the risks faced when certain actions occur,
and to instil a sense of responsibility and accountability to all involved in managing it. It under-
pins collective decision-making and encompasses both risk assessment and management,
including consideration of the legal, social, organisational and economic contexts in which
risk is evaluated [41]. This Knowledge Area explores all these topics and provides insights
into risk assessment, management and governance from a cyber security science perspec-
tive that is accessible to individuals, SMEs and large organisations alike.

2.3 WHY IS RISK ASSESSMENT AND MANAGEMENT
IMPORTANT?

[40, 41, 42, 43]

Risk assessment involves three core components [41]: (i) identification and, if possible, esti-
mation of hazard; (ii) assessment of exposure and/or vulnerability; and (iii) estimation of risk,
combining the likelihood and severity. Identification relates to the establishment of events
and subsequent outcomes, while estimation is related to the relative strength of the out-
come. Exposure relates to the aspects of a system open to threat actors (e.g., people, de-
vices, databases), while vulnerability relates to the attributes of these aspects that could be
targeted (e.g., susceptibility to deception, hardware flaws, software exploits). Risk estima-
tion can be quantitative (e.g., probabilistic) or qualitative (e.g., scenario-based) and captures
the expected impact of outcomes. The fundamental concept of risk assessment is to use
analytic and structured processes to capture information, perceptions and evidence relating
what is at stake, the potential for desirable and undesirable events, and a measure of the
likely outcomes and impact. Without any of this information we have no basis from which to
understand our exposure to threats nor devise a plan to manage them. An often overlooked
part of the risk assessment process is concern assessment. This stems from public risk per-
ception literature but is also important for cyber security risk assessment as we will discuss
later in the document. In addition to the more evidential, scientific aspects of risk, concern as-
sessment includes wider stakeholder perceptions of: hazards, repercussions of risk effects,
fear and dread, personal or institutional control over risk management and trust in the risk
managers.

The risk management process involves reviewing the information collected as part of the risk
(and concern) assessments. This information forms the basis of decisions leading to three
outcomes for each perceived risk [41]:

* Intolerable: the aspect of the system at risk needs to be abandoned or replaced, or if
not possible, vulnerabilities need to be reduced and exposure limited.

+ Tolerable: risks have been reduced with reasonable and appropriate methods to a level
as low as reasonably possible (ALARP) [44] or as low as reasonably allowable (ALARA).
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A range of choices may include mitigating, sharing, or transferring risk [45], selection
of which will depend on the risk managers’ (and more general company) appetite for
taking risks.

« Acceptable: risk reduction is not necessary and can proceed without intervention. Fur-
thermore, risk can also be used to pursue opportunities (also known as ‘upside risk’),
thus the outcome may be to accept and embrace the risk rather than reduce it. Hillson
discusses this perspective in further detail [42].

Deciding which to select will be dependent on a number of factors, for example (as suggested
in ISO 31000:2018 [46]), tangible and intangible uncertainty, consequences of risk realisation
(good or bad), appetite for risk, organisational capacity to handle risk etc.

Beyond this decision framework Renn defines four types of risk that require different risk
management plans [41]. These include:

* Routine risks: these follow a fairly normal decision-making process for management.
Statistics and relevant data are provided, desirable outcomes and limits of acceptability
are defined, and risk reduction measures are implemented and enforced. Renn gives
examples of car accidents and safety devices.

« Complex risks: where risks are less clear cut, there may be a need to include a broader
set of evidence and consider a comparative approach such as cost-benefit analysis or
cost-effectiveness. Scientific dissent such as drug treatment effects or climate change
are examples of this.

* Uncertain risks: where a lack of predictability exists, factors such as reversibility, persis-
tence and ubiquity become useful considerations. A precautionary approach should be
taken with a continual and managed approach to system development whereby nega-
tive side effects can be contained and rolled-back. Resilience to uncertain outcomes is
key here.

« Ambiguous risks: where broader stakeholders, such as operational staff or civil soci-
ety, interpret risk differently (e.g., different viewpoints exist or lack of agreement on
management controls), risk management needs to address the causes for the differing
views. Renn uses the example of genetically modified foods where well-being concerns
conflict with sustainability options. In this instance, risk management must enable par-
ticipatory decision-making, with discursive measures aiming to reduce the ambiguity
to a number of manageable options that can be further assessed and evaluated.

Management options, therefore, include a risk-based management approach (risk-benefit
analysis or comparative options), a resilience-based approach (where it is accepted that
risk will likely remain but needs to be contained, e.g. using ALARA/ALARP principles), or a
discourse-based approach (including risk communication and conflict resolution to deal with
ambiguities). Without effective consideration of the acceptability of risk and an appropriate
risk reduction plan, it is likely that the response to adverse outcomes will be disorganised,
ineffective, and likely lead to further spreading of undesirable outcomes.

Effective risk management through structured assessment methods is particularly important
because, although our working definition of risk is grounded in consequences of interest to
people, we (as a society) are not very good at assessing this risk. Slovic’s article on risk per-
ception highlights that perceptions related to dread risk (e.g., nuclear accidents) are ranked
highest risk by lay people, but much lower by domain experts who understand the evidence re-
lating to safety limitations and controls for such systems. Expert risk ranking tends to follow
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expected or recorded undesirable outcomes such as deaths, while lay people are influenced
more by their intuitive judgment (a nuclear accident could impact my whole family). There is,
therefore, a mismatch between perceived vs. actual risk. As people we tend to exaggerate
dread-related but rare risks (e.g., nuclear incidents and terrorist attacks) but downplay com-
mon ones (e.g., street crime and accidents in the home) — even though the latter kill far more
people.

This is also why concern assessment is important in the risk management process along-
side risk assessment. Schneier's book Beyond Fear[43] notes that we have a natural sense
of safety in our own environment and a heightened sense of risk outside of this. For instance,
we feel safe walking down a street next to our house but on edge when arriving in a new city.
As a society, we rarely study statistics when making decisions; they are based on perceptions
of exposure to threat, our perceived control over threats, and their possible impact. Risk as-
sessment helps us capture quantitative and qualitative aspects of the world that enable us to
put a realistic estimate of how certain we can be that adverse events will come to pass, and
how they will impact on what we value most. This applies to us personally as individuals, and
as groups of people with a common aim - saving the planet, running a business, or educating
children. We need to capture our goals, understand what could lead to the failure to achieve
them, and put processes in place to align realistic measures to reduce harms inflicted upon
our objectives.

When done well, risk assessment and management enables decision makers, who are re-
sponsible, to ensure that the system operates to achieve the desired goals as defined by its
stakeholders. It can also ensure the system is not manipulated (intentionally or otherwise) to
produce undesired outcomes, as well as having processes in place that minimise the impact
should undesirable outcomes occur. Risk assessment and management is also about pre-
senting information in a transparent, understandable and easily interpreted way to different
audiences, so that accountable stakeholders are aware of the risks, how they are being man-
aged, who is responsible for managing them, and are in agreement on what is the acceptable
limit of risk exposure. This is absolutely crucial to successfully managing risk because, if the
risks are not presented clearly to decision makers (be they technical, social, economic or
otherwise), the impact of not managing them will be overlooked, and the system will remain
exposed. Likewise, if the purpose of risk management is not made clear to the people at
the operational level, alongside their own responsibilities and accountability for risk impacts,
they will not buy in to the risk management plan and the system will remain exposed. More
broadly, if wider stakeholder concerns (e.g., civil society) are not heard or there is lack of
confidence in the risk management plan, there could be widespread rejection of the planned
system being proposed.

As important as it is to convey risks clearly to stakeholders, it is equally as important to
stress that risks cannot always be removed. There is likely to be some residual risk to the
things we value, so discussions must be held between decision makers and those who are
involved with the operations of a system. Ultimately, decision makers, who will be held to
account for failure to manage risk, will determine the level of risk tolerance — whether risk is
accepted, avoided, mitigated, shared, or transferred. However, it is possible that wider stake-
holders, such as those involved with system operations, may have differing views on how to
manage risk, given they are likely to have different values they are trying to protect. For some,
saving money will be key. For others, reputation is the main focus. For people working within
the system it may be speed of process or ease of carrying out daily tasks. The purpose of
risk assessment and management is to communicate these values and ensure decisions are
taken to minimise the risks to an agreed set of values by managing them appropriately, while
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maximising ‘buy in’ to the risk management process. In the broader health and safety risk
context, this concept relates to the notion of ALARP (as low as reasonably practicable) [44] -
being able to demonstrate that significant efforts and computation have been made to calcu-
late the balance between risk acceptance and mitigation, in the favour of security and safety.
Again it is important to highlight here that concern assessment is an important part of risk
assessment to ensure the risk assessment policy (the agreed approach to risk assessment)
is informed by those responsible for, and impacted by risk, and those who are required to act
in a way that upholds the management plan day-to-day. Crucially, it must be recognised that
the impact of single events can often extend beyond direct harms and spread far wider into
supply chains. As Slovic puts it, the results of an event act like ripples from a stone dropped
into a pond, first directly within the company or system in which it occurred, and then into
sub-systems and interdependent companies and components [40].

One of the major drivers for risk assessment and management is to demonstrate compli-
ance. This can be aresult of the need to have audited compliance approval from international
standards bodies in order to gain commercial contracts; to comply with legal or regulatory
demands (e.qg., in Europe the Network and Information Systems (NIS) directive [47] mandates
that operators of essential services (such as critical national infrastructure) follow a set of
14 goal-oriented principles [48]); or to improve the marketability of a company through per-
ceived improvements in public trust if certification is obtained. This can sometimes lead to
‘tick-box'’ risk assessment whereby the outcome is less focused on managing the risk, and
more about achieving compliance. This can result in a false sense of security and leave the
organisation exposed to risks. This bring us back to Renn’s working definition of risk. These
examples focus on managing risk of failing compliance with various policy positions, and
as a result, they may neglect the broader focus on impact on values held by wider organisa-
tional, societal or economic stakeholders. The context and scope of risk management must
take this broader outcomes-view in order to be a useful and valuable exercise that improves
preparedness and resilience to adverse outcomes.

Based on these factors, risk assessment and management is most certainly a process not a
product. It is something that, when done well, has the potential to significantly improve the
resilience of a system. When done badly (or not at all) it can lead to confusion, reputational
damage, and serious impact on system functionality. It is a process that is sometimes per-
ceived to be unimportant before one needs it, but critical for business continuity in a time of
crisis. Throughout the process of risk assessment we must remain aware that risk perception
varies significantly based on a variety of factors, and that despite objective evidence, it will
not change. To use an example from [40], providing evidence that the annual risk from living
next to a nuclear power plant is equivalent to the risk of riding an extra 3 miles in an auto-
mobile, does not necessarily reduce the perception of risk given the differences surrounding
the general perception of the different scenarios. Intuitively, communication and a respect
for qualitative and quantitative measures of risk assessment are core to its practice. Both
measures exhibit ambiguity (e.g., [49]) and often we lack quality data on risk so evidence
only goes so far. There will always be a need for subjective human judgment to determine
relevance and management plans [50], which in itself comes with its own limitations such as
lack of expert knowledge and cognitive bias [51].
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2.4 WHAT IS CYBER RISK ASSESSMENT AND
MANAGEMENT?

[52]

The introductory sections have made the case for risk assessment and management more
generally, but the main focus of this document is to frame risk assessment and manage-
ment in a cyber security context. Digital technology is becoming evermore pervasive and
underpins almost every facet of our daily lives. With the growth of the Internet of Things,
connected devices are expected to reach levels of more than 50 billion by 2022 [53]. Further,
human decision-based tasks such as driving and decision-making are being replaced by auto-
mated technologies, and the digital infrastructures that we are increasingly reliant upon can
be disrupted indiscriminately as a result of, for example, ransomware [54]. Cyber security risk
assessment and management is, therefore, a fundamental special case that everyone living
and working within the digital domain should understand and be a participant in it.

There are a number of global standards that aim to formalise and provide a common frame-
work for cyber risk assessment and management, and, in this section, we will study some
of them. We will begin with high level definitions of some of the foremost positions on risk.
The United Kingdom was ranked first in the 2018 Global Cybersecurity Index (GCI) [55], a
scientifically grounded review of the cyber security commitment and situation at a global
country-by-country level. The review covers five pillars: (i) legal, (ii) technical, (iii) organisa-
tional, (iv) capacity building, and (v) cooperation — and then aggregates them into an overall
score. As the lead nation in the GCl, the technical authority for cyber security, the UK National
Cyber Security Centre (NCSC) has published guidance on risk management [52]. Importantly,
the NCSC is clear that there is no one-size-fits-all for risk assessment and management. In-
deed conducting risk assessment and management as a tick-box exercise produces a false
sense of security, which potentially increases the Vulnerability of the people impacted by risk
because they are not properly prepared. Cyber security is such a rapidly evolving domain
that we must accept that we cannot be fully cyber secure. However, we can increase our
preparedness. The Potomac Institute for Policy Studies provides a framework for studying
cyber readiness along with a country-specific profile for a range of nations (inc. USA, India,
South Africa, France, UK) and an associated cyber readiness index [56].

2.5 RISK GOVERNANCE

[57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67]

2.5.1 What is risk governance and why is it essential?

Risk assessment and developing mitigation principles to manage risk is only likely to be ef-
fective where a coordinated and well communicated governance policy is put in place within
the system being managed. Millstone et al. [57] proposed three governance models:

+ Technocratic: where policy is directly informed by science and evidence from domain
expertise.

* Decisionistic: where risk evaluation and policy are developed using inputs beyond sci-
ence alone. For instance, incorporating social and economic drivers.
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« Transparent (inclusive): where context for risk assessment is considered from the out-
set with input from science, politics, economics and civil society. This develops a model
of ‘pre-assessment’ — that includes the views of wider stakeholders — that shapes risk
assessment and subsequent management policy.

None are correct or incorrect. There is a fine balance between the knowledge and findings
of scientific experts, and perceptions of the lay public. While the technocratic approach may
seem logical to some risk owners who work on the basis of reasoning using evidence, it is ab-
solutely crucial for effective risk governance to include the wider stakeholder view. Rohrmann
and Renn’s work on risk perception highlights some key reasons for this [58]. They identify
four elements that influence the perception of risk:

* intuitive judgment associated with probabilities and damages;

« contextual factors surrounding the perceived characteristics of the risk (e.g., familiarity)
and the risk situation (e.g., personal control);

+ semantic associations linked to the risk source, people associated with the risk, and
circumstances of the risk-taking situation;

« trust and credibility of the actors involved in the risk debate.

These factors are not particularly scientific, structured or evidence-based but, as noted by
Fischoff et al. [59], such forms of defining probabilities are countered by the strength of be-
lief people have about the likelihood of an undesirable event impacting their own values. Ulti-
mately, from a governance perspective, the more inclusive and transparent the policy devel-
opment, the more likely the support and buy-in from the wider stakeholder group - including
lay people as well as operational staff — for the risk management policies and principles.

There are several elements that are key to successful risk governance. Like much of the risk
assessment process, there is no one-size solution for all endeavours. However, a major princi-
ple is ensuring that the governance activity (see below) is tightly coupled with everyday activ-
ity and decision-making. Cyber risk is as important as health and safety, financial processes,
and human resources. These activities are now well established in decision-making. For in-
stance, when hiring staff, the HR process is at the forefront of the recruiter’s activity. When
travelling overseas, employees will always consult the financial constraints and processes
for travel. Cyber security should be thought of in the same way — a clear set of processes
that reduce the risk of harm to individuals and the business. Everyone involved in the daily
running of the system in question must understand that, for security to be effective, it must
be part of everyday operational culture. The cyber risk governance approach is key to this
cultural adoption.

2.5.2 The human factor and risk communication

Sasse and Flechais [60] identified human factors that can impact security governance, includ-
ing people: having problems using security tools correctly; not understanding the importance
of data, software, and systems for their organisation; not believing that the assets are at risk
(i.e., that they would be attacked); or not understanding that their behaviour puts the system
at risk. This highlights that risk cannot be mitigated with technology alone, and that concern
assessment is important. If risk perception is such that there is a widely held view that peo-
ple do not believe their assets will be attacked (as noted by [60]), despite statistics showing
cyber security breaches are on the rise year-on-year, then there is likely to be a problem with
the cyber security culture in the organisation. Educating people within an organisation is vital
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to ensuring cultural adoption of the principles defined in the risk management plan and asso-
ciated security governance policy. People will generally follow the path of least resistance to
get a job done, or seek the path of highest reward. As Sasse and Flechais note, people fail to
follow the required security behaviour for one of two reasons: (1) they are unable to behave
as required (one example being that it is not technically possible to do so; another being that
the security procedures and policies available to them are large, difficult to digest, or unclear)
, (2) they do not want to behave in the way required (an example of this may be that they find
it easier to work around the proposed low-risk but time consuming policy; another being that
they disagree with the proposed policy).

Weirich and Sasse studied compliance with password rules as an example of compliance
with security policy [61] and found that a lack of compliance was associated with people not
believing that they were personally at risk and or that they would be held accountable for
failure to follow security rules. There is thus a need to ensure a sense of responsibility and
process for accountability, should there be a breach of policy. This must, of course, be mindful
of legal and ethical implications, as well as the cultural issues around breaching rules, which
is a balancing act. Risk communication, therefore, plays an important role in governance [62]
[39] including aspects, such as:

* Education: particularly around risk awareness and day-to-day handling of risks, includ-
ing risk and concern assessment and management;

+ Training and inducement of behaviour change: taking the awareness provided by educa-
tion and changing internal practices and processes to adhere to security policy;

« Creation of confidence: both around organisational risk management and key individu-
als — develop trust over time, and maintain this through strong performance and han-
dling of risks.

* Involvement: particularly in the risk decision-making process — giving stakeholders an
opportunity to take part in risk and concern assessment and partake in conflict resolu-
tion.

Finally, leading by example is of paramount importance in the risk communication process.
People are likely to be resentful if it appears that senior management are not abiding by
the same risk management rules and principles. Visible senior engagement in an important
cultural aspect of risk communication.

2.5.3 Security culture and awareness

Dekker’s principles on Just Culture [63] aim to balance accountability with learning in the
context of security. He proposes the need to change the way in which we think about ac-
countability so that it becomes compatible with learning and improving the security posture
of an organisation. It is important that people feel able to report issues and concerns, par-
ticularly if they think they may be at fault. Accountability needs to be intrinsically linked to
helping the organisation, without concern of being stigmatised and penalised. There is often
an issue where those responsible for security governance have limited awareness and under-
standing of what it means to practise it in the operational world. In these cases there needs
to be an awareness that there is possibly no clear right or wrong, and that poorly thought-out
processes and practices are likely to have been behind the security breach, as opposed to
malicious human behaviour. If this is the case, these need to be addressed and the person
at fault needs to feel supported by their peers and free of anxiety. One suggestion Dekker
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makes is to have an independent team to handle security breach reports so people do not
have to go through their line manager. If people are aware of the pathways and outcomes
following security breaches it will reduce anxiety about what will happen and, therefore, lead
to a more open security culture.

Given that security awareness and education is such an important factor in effective gover-
nance, Jaquith [64] links security awareness with security metrics through a range of ques-
tions that may be considered as useful pointers for improving security culture:

+ Are employees acknowledging their security responsibilities as users of information
systems? (Metric: % new employees completing security awareness training).

+ Are employees receiving training at intervals consistent with company policies? (Metric:
% existing employees completing refresher training per policy).

Do security staff members possess sufficient skills and professional certifications?
(Metric: % security staff with professional security certifications).

+ Are security staff members acquiring new skills at rates consistent with management
objectives? (Metrics: # security skill mastered, average per employee and per security
team member, fulfillment rate of target external security training workshops and class-
room seminars).

+ Are security awareness and training efforts leading to measurable results? (Metrics:
By business unit or office, correlation of password strength with the elapsed time since
training classes; by business unit or office, correlation of tailgating rate with training
latency).

Metrics may be a crude way to capture adherence to security policy, but when linked to ques-
tions that are related to the initial risk assessment, they can provide an objective and mea-
surable way to continually monitor and report on the security of a system to the decision
makers, as well as those responsible for its governance in an understandable and mean-
ingful way. However, it is worth noting the complexity of metrics here with the use of the
term ‘acknowledging’ in the first bullet point. It does not necessarily mean the person will
acknowledge their responsibilities merely by completing awareness training. This reinforces
the points already made about the importance of human factors and security culture, and
the following section on enacting security policy.

2.5.4 Enacting Security Policy

Overall, effective cyber risk governance will be underpinned by a clear and enactable security
policy. This section focuses on the elements of risk assessment and management that are
relevant to achieving this. From the initial phase of the risk assessment there should be a
clear focus on the purpose and scope of the risk assessment exercise. During this phase, for
more complex systems or whole system security, there should be a focus on identifying the
objectives and goals of the system. These should be achievable with clear links from objec-
tives to the processes that underpin them. Risks should be articulated as clear statements
that capture the interdependencies between the vulnerabilities, threats, likelihoods and out-
comes (e.g., causes and effects) that comprise the risk. Risk management decisions will be
taken to mitigate threats identified for these processes, and these should be linked to the
security policy, which will clearly articulate the required actions and activities taken (and by
whom), often along with a clear timeline, to mitigate the risks. This should also include what
is expected to happen as a consequence of this risk becoming a reality.
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Figure 2.1: Risk Governance Framework from IRGC - taken from [66]

Presentation of risk assessment information in this context is important. Often heat maps
and risk matrices are used to visualise the risks. However, research has identified limitations
in the concept of combining multiple risk measurements (such as likelihood and impact)
into a single matrix and heat map [68]. Attention should, therefore, be paid to the purpose
of the visualisation and the accuracy of the evidence it represents for the goal of developing
security policy decisions.

Human factors (see the Human Factors Knowledge Area (Chapter 4)), and security culture
are fundamental to the enactment of the security policy. As discussed, people fail to follow
the required security behaviour because they are unable to behave as required, or they do
not want to behave in the way required [60]. A set of rules dictating how security risk man-
agement should operate will almost certainly fail unless the necessary actions are seen as
linked to broader organisational governance, and therefore security policy, in the same way
HR and finance policy requires. People must be enabled to operate in a secure way and not
be the subject of a blame culture when things fail. It is highly likely that there will be secu-
rity breaches, but the majority of these will not be intentional. Therefore, the security policy
must be reflective and reactive to issues, responding to the Just Culture agenda and creating
a policy of accountability for learning, and using mistakes to refine the security policy and
underpinning processes — not blame and penalise people.

Security education should be a formal part of all employees’ continual professional develop-
ment, with reinforced messaging around why cyber security is important to the organisation,
and the employee’s role and duties within this. Principles of risk communication are an im-
portant aspect of the human factor in security education. We have discussed the need for
credible and trustworthy narratives and stakeholder engagement in the risk management
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process. There are additional principles to consider such as early and frequent communica-
tion, tailoring the message to the audience, pretesting the message and considering existing
risk perceptions that should be part of the planning around security education. Extensive dis-
cussion of such risk communication principles that are particularly relevant for messaging
regarding risk can be found in [67].

Part of the final risk assessment and management outcomes should be a list of accepted
risks with associated owners who have oversight for the organisational goals and assets
underpinning the processes at risk. These individuals should be tightly coupled with review
activity and should be clearly identifiable as responsible and accountable for risk manage-
ment.

Figure 2.1 summarises the core elements of the risk governance process as discussed so
far. This model from the International Risk Governance Council (IRGC) [66], which is heavily
inspired by Renn’s work [41], highlights that risk communication sits at the heart of the gover-
nance process and draws on problem framing, risk and concern assessment, risk evaluation,
and risk management. The governance process is iterative, always seeking awareness of
new problems and evolving threats, and continually reflecting on best practice to manage
new risks.

2.6 RISK ASSESSMENT AND MANAGEMENT PRINCIPLES

[47, 52, 64, 66, 69, 70, 71,72, 73,74, 75]

2.6.1 Component vs. Systems Perspectives

The UK NCSC guidance [52] breaks down risk management into Component-driven risk man-
agement, which focuses on technical components, and the threats and vulnerabilities they
face (also known as bottom up); and System-driven risk management, which analyses sys-
tems as a whole (also known as top down). A major difference between the two is that
component-driven approaches tend to focus on the specific risk to an individual component
(e.g., hardware, software, data, staff), while system-driven approaches focus more on the
goals of an entire system — requiring the definition of a higher level purpose and subsequent
understanding of sub-systems and how various parts interact.

Rasmussen’s work [69] enables us to consider a hierarchy of abstraction and show how
systems-driven and component-driven risk assessment techniques are complementary. As
illustrated in Figure 2.2, the goals and purposes of the system can be considered at the higher
level. Notably, this includes a focus on dependencies between sub-goals and also what the
system must not do (pre-defined failure states). These are important to design into the sys-
tem and, if omitted, lead to having to retrofit cyber security into a system that has already been
deployed. The lower levels then consider capabilities and functionality needed to achieve the
overarching goals. At this level component-driven risk assessments of real-world artefacts
(e.g., hardware, software, data, staff) consider how these may be impacted by adverse ac-
tions or events.

System-driven approaches can help to better understand the complexity between sub-components
and their components. These may include people, technology, and organisational processes
for which the interactions and dependencies are non-trivial. Taking such an approach (which
may perhaps prove more resource intensive than component based approaches, due to iden-
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Figure 2.2: Jens Rasmussen’s Hierarchy

tification of inter-dependencies) is only necessary where complexity actually exists. If interac-
tions and dependencies are clear and the system is less complex (e.g., a simple office-based
IT infrastructure) then a component-driven approach may be more appropriate.

The NCSC guidance provides a summary table (reproduced here as Figure 2.3) that is helpful
in guiding the selection of component-driven or system-driven methods based on the kind of
risk management problem being addressed. The major differentiator is that the component
view is individual asset-based, where complexity is well-understood and expected function-
ality is clear. The system view supports an analysis of risk in situations of greater complex-
ity, before physical function is agreed and implemented, and to support discussions by key
stakeholders on what the system should and should not do. These discussions are crucial in
finding the balance between component-level and system-level failure and how best to man-
age the risk. Component-risk is likely to be more important to operational employees who
need the component to be functioning in order for their part of a bigger system to perform
(e.g., staff, data, devices). Systems-level risk is likely to be more important to higher-level
managers who have a vested interest in the strategic direction of the system. For them a
component further down the value/supply chain may not be perceived to be important, while
for the operational employee it's the number one risk. The challenge is to work with both
perspectives to develop a representation of risk and an associated risk management policy
enacted by all parties.

2.6.2 Elements of Risk

While it is useful to avoid creating a universal definition of risk, to support inclusivity of dif-
ferent views and perspectives, it is important to have agreed definitions of the concepts that
underpin risk assessment and management. This ensures a common language throughout
the process and avoids talking at cross purposes. There are four concepts that are core to a
risk assessment in most models — vulnerability, threat, likelihood and impact.

A Vulnerability is something open to attack or misuse that could lead to an undesirable out-
come. If the vulnerability were to be exploited it could lead to an impact on a process or
system. Vulnerabilities can be diverse and include technology (e.g., a software interface be-
ing vulnerable to invalid input), people (e.g., a business is vulnerable to a lack of human re-
sources), legal (e.g., databases being vulnerable and linked to large legal fines if data is mis-
handled and exposed) etc. This is a non-exhaustive list, but highlights that vulnerabilities are
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Good For

+ Analysing the risks faced by individual technical components.

+ Deconstructing less complex systems, with well-understood
connections between component parts.

+ Working at levels of abstraction where a system'’s physical
function has already been agreed amongst stakeholders.

Component-driven
methods

+ Exploring security breaches which emerge out of the complex
interaction of many parts of your system.

+ Establishing system security requirements before you have
decided on the system'’s exact physical design.

+ Bringing together multiple stakeholders’ views of what a
system should and should not do (e.g., safety, security, legal
views).

+ Analysing security breaches which cannot be tracked back to
a single point of failure.

System-driven
methods

Figure 2.3: Guidelines for mapping risk management problem types to component or system
driven methods

socio-technical.

A Threat is an individual, event, or action that has the capability to exploit a vulnerability.
Threats are also socio-technical and could include hackers, disgruntled or poorly trained em-
ployees, poorly designed software, a poorly articulated or understood operational process
etc. To give a concrete example that differentiates vulnerabilities from threats — a software
interface has a vulnerability in that malicious input could cause the software to behave in an
undesirable manner (e.g., delete tables from a database on the system), while the threat is an
action or event that exploits the vulnerability (e.g., the hacker who introduces the malicious
input to the system).

Likelihood represents a measure capturing the degree of possibility that a threat will exploit a
vulnerability, and therefore produce an undesirable outcome affecting the values at the core
of the system. This can be a qualitative indicator (e.g., low, medium, high), or a quantitative
value (e.g., a scale of 1-10 or a percentage).

Impact is the result of a threat exploiting a vulnerability, which has a negative effect on the
success of the objectives for which we are assessing the risk. From a systems view this
could be the failure to manufacture a new product on time, while from a component view it
could be the failure of a specific manufacturing production component.
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2.6.3 Risk assessment and management methods

The purpose of capturing these four elements of risk is for use in dialogue that aims to rep-
resent how best to determine the exposure of a system to cyber risk, and how to manage it.
There are a range of methods, some of which have been established as international stan-
dards and guidelines, that provide a structured means to transform vulnerability, threat, like-
lihood and impact into a ranked list in order to be able to prioritise and treat them. While
each method has its own particular approach to risk assessment and management, there
are some features common to a number of the most widely used methods that are useful for
framing risk assessment and management activities, which can be mapped back to Renn’s
seminal work on risk governance [41] as discussed in earlier sections. The International Risk
Governance Council (IRGC) capture these in its risk governance framework (developed by
an expert group chaired by Renn), summarised in Figure 2.1, which includes four core areas
and crosscutting components. Pre-assessment includes the framing of risk, identification
of relevant actors and stakeholders, and captures perspectives on risk. Appraisal includes
the assessment of causes and consequences of risk (including risk concern), developing a
knowledge base of risks and mitigation options (e.g., preventing, sharing etc). Characterisa-
tion involves a decision process, making a judgment about the significance and tolerance
of the risks. Appraisal and Characterisation forms the basis of the implementation of Renn’s
three core components of risk assessment [41]. Management processes include deciding on
the risk management plan and how to implement it, including risk tolerance (accepting, avoid-
ing, mitigating, sharing, transferring). Cutting across all four is communication, engagement
and context setting through open and inclusive dialogue.

The US Government NIST [70] guidelines capture the vulnerability, threats, likelihood and
impact elements inside the prepare (pre-assessment), conduct (appraisal and characterise),
communicate (cross-cutting), maintain (management) cycle (see Figure 2.4). A step-by-step
detailed guide can be found in the full document, but we summarise the actions here.

Prepare involves identifying the purpose (e.g., establishing a baseline of risk or identifying
vulnerabilities, threats, likelihood and impact) and scope (e.g., what parts of a system/organ-
isation are to be included in the risk assessment?; what decisions are the results informing?).
It also involves defining assumptions and constraints on elements such as resources required
and predisposing conditions that need to inform the risk assessment. The assessment ap-
proach and tolerances for risk are also defined at this stage along with identifying sources of
information relating to threats, vulnerabilities and impact.

Conduct is the phase where threats, vulnerabilities, likelihood and impact are identified. There
are a range of ways that this can be conducted, and this will vary depending on the nature
of the system being risk assessed and the results of the prepare stage. NIST has a very spe-
cific set of tasks to be performed. These may not be relevant to all systems, but there are
some useful tasks that generalise across multiple system perspectives, including identify-
ing: threat sources and adversary capability, intent and targets; threat events and relevance to
the system in question; vulnerabilities and predisposing conditions; likelihood that the threats
identified will exploit the vulnerabilities; and the impacts and affected assets. Note that the or-
dering of actions in the NIST approach puts threat identification before vulnerabilities, which
presupposes that all threats can be identified and mapped to vulnerabilities. It is worth high-
lighting that risk assessment must also be effective in situations where threats are less ob-
vious or yet to be mainstream (e.g., loT Botnets) and, therefore, some organisations that are
particularly ingrained in digital adoption may also wish to consider conducting a vulnerabil-
ity assessment independently or prior to the identification of likely threats to avoid making
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Step 1: Prepare for Assessment
Derived from Organizational Risk Frame

Step 2: Conduct Assessment
Expanded Task View

Identify Threat Sources and Events

v

Identify Vulnerabilities and
Predisposing Conditions

v

Determine Likelihood of Occurrence

v

Determine Magnitude of Impact

v

Determine Risk

Step 3: Communicate Results
Step 4: Maintain Assessment

Figure 2.4: NIST SP-800-30 Risk Assessment Process

assumptions on what or who the threats actors may be.

Communicate is one of the most important phases, and one often overlooked. Conducting
the risk assessment gives one the data to be able to inform actions that will improve the secu-
rity of the system. However, it is crucial this is communicated using an appropriate method.
Executive boards will expect and need information to be presented in a different way to op-
erational team members, and general organisational staff will need educating and guiding in
an entirely different way. The results and evidence of the risk assessment must be communi-
cated in a manner accessible to each stakeholder and in a way that is likely to engage them
in risk management planning and execution.

Maintain is an ongoing phase that is essential to continually update the risk assessment in
the light of changes to the system environment and configuration. Security postures change
regularly in digital environments. For instance, Figure 2.5 shows the volume of 10T units in-
stalled from 2014 to 2020 with a rapid increase in adoption of 2.63 million across the busi-
ness sector between 2014 and 2018. By 2020 this is projected to grow by a further 3.39
million. This kind of rapid integration of devices into corporate IT systems is likely to change
the exposure to risk and, therefore, the scope would need to be refined, new risk assess-
ments carried out, and action taken and communicated to all stakeholders to ensure that
the new risk is managed. This scenario indicates that (i) risk assessment maintenance must
be proactive and undertaken much more regularly than an annual basis, and (ii) conduct-
ing risk assessment for compliance purposes (possibly only once a year) will leave the or-
ganisation wide open to new technological threats unless the maintain phase is taken seri-
ously. Risk factors should be identified for ongoing monitoring (e.g., changes in technology
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Figure 2.5: 10T Devices Use Figures: Source: [53]

use within the system), frequency of risk factor monitoring should be agreed, and change-
triggered reviews should revisit and refine the scope, purpose and assumptions of the risk
assessment—remembering to communicate the results each time new risks are identified.

The international standard ISO/IEC 27005 for risk management [71] contains analogous ac-
tivities to the NIST guidance (see Figure 2.6). It includes an Establish Context phase, which
is broadly aimed at achieving the outcomes of the Prepare phase of NIST and the IRGC Pre-
assessment phase. The Risk Assessment phase is multi-layered, with identification, estima-
tion, evaluation stages. This aligns with the IRGC’s appraisal and characterisation phases.
ISO 27005 also has Risk Communication and Risk Monitoring and Review phases, which re-
late broadly to the aims of the NIST Communicate and Maintain phases, and IRGC’s cross-
cutting communication, context and engagement phases. ISO/IEC 27005 has additional ele-
ments that explicitly capture risk management decision processes but it is not prescriptive
on how to implement them. The inclusion of the treatment and acceptance phases linked to
communication and review capture some of the fundamental management aspects, offer-
ing the choice of treatment or acceptance as part of the assessment process. This aspect of
the ISO/IEC 27005 approach is analogous to the risk response element of the NIST-SP800-
39 guidance on risk management [45], where the risk response options include acceptance,
avoidance, mitigation, or sharing/transfer. The take-away message from this comparison is
that, while the risk assessment methods may differ at the risk assessment phase (depending
on the type of system being analysed and the scope of the study), the preparation, commu-
nication, and continual monitoring phases are must-haves in both widely-used international
guidelines, as are the important decisions around risk tolerance. ISO/IEC 27005 is less pre-
scriptive than NIST so offers the option to include a range of assessment and management
approaches within the overall process.
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Figure 2.6: ISO/IEC 27005 Process - taken from [76]

A list of commonly used component-driven cyber risk management frameworks can be found
at [72]. The list also includes a brief description, an overview of how they work, who should
use it, and an indication of cost and prerequisites. While not wishing to reproduce the whole
list here, we provide an overview for the purposes of comparison.

+ ISO/IEC 27005:2018 is an international standard set of guidelines for information risk
management. It does not prescribe a specific risk assessment technique but does have

a component-driven focus and requires vulnerabilities, threats and impact to be speci-
fied.

« NIST SP800-30/39 are the US Government’s preferred risk assessment/management
methods and are mandated for US government agencies. They have a strong regulatory
focus, which may not be relevant for countries other than the US, but they have a clear
set of guiding steps to support the whole risk assessment and management process
from establishing context to risk tolerance, and effective controls, including determin-
ing likelihood of impact. They are freely available and consistent with ISO standards
(which are not free but are low cost).

* The Information Security Forum (ISF) produced the IRAM 2 risk management method-
ology that uses a number of phases to identify, evaluate and treat risks using the vulner-
ability, threats and impact measures. It is provided to (paid up) members of the ISF and
requires information risk management expertise to use it effectively, which may come
at additional cost.
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« FAIR, initially developed by Jones [77] and subsequently collaboratively developed with
the Open Group into OpenFAIR [78], proposes a taxonomy of risk factors and a frame-
work for combining them. Threat surface can be considered very broad and there is a
clear focus on loss event frequency, threat capability, control strength and loss magni-
tude. It also breaks financial loss factors into multiple levels and supports a scenario
model to build comparable loss profiles.

+ Octave Allegro is oriented towards operational risk and security practices rather than
technology. Qualitative risk assessment is linked with organisational goals. Real-world
scenarios are used to identify risks through threat and impact analysis. The risks are
then prioritised and mitigation is planned. The approach is designed for workshop style
risk assessment and could be performed in-house possibly resulting in a lower cost
than a consultant-led risk assessment.

« STRIDE is a failure-oriented threat modelling approach focusing on six core areas: spoof-
ing (faking identity), tampering (unauthorised modification), repudiation (denying ac-
tions), denial of service (slowing down or disabling a system), and elevation of privi-
lege (having unauthorised control of the system). The approach considers threat tar-
gets (including what an attacker may do), mitigation strategy, and mitigation technique.
Threats can be considered for multiple interactions on the same threat target in the
system and can include people, process and technology. Shostack presents STRIDE as
part of a four-stage framework in his book [75] — model the system, find threats, ad-
dress threats, validate. Threat modelling, of course, cannot guarantee that all failures
can be predicted, but the iterative process supports continual assessment of evolving
threats if time and resources allow.

- Attack Trees [79] formulate an overall goal based on the objectives of an attacker (the
root node), and develop sub-nodes relating to actions that would lead to the successful
compromise of components within a system. Like STRIDE, attack trees are required
to be iterative, continually considering pruning the tree and checking for completeness.
Attack libraries such as Common Vulnerabilities and Exposuress (CVEs) and Open Web
Application Security Project (OWASP) can be used to augment internal knowledge of
evolving threats and attacks.

Using and extending the analysis developed in [80] and [72], we provide a comparison table
below to enable selection based on the organisational and technical differences for each of
these methods (see Table 2.1). While core principles of risk based around vulnerability, threat
and impact exist across all methods, there are individual attributes (we refer to as strengths)
of each method, as well as resource and reporting differences, that may make them a better
fit to an organisation depending on what the risk stakeholders require as evidence of expo-
sure.
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Table 2.1: Risk assessment and management methods differences

Methodology

Assessment Team and
Cost

Information
and Reporting

Gathering

ISO/IEC
2005
12018

NIST
SP800-
30/39

ISF

FAIR

Covers people, process and tech-
nology. Not prescriptive in assess-
ment and management method
(i.e. other methods in this list
could be used to manage risk) but
covers threats, vulnerabilities, and
impacts. Intended to target higher
level management and decision
makers. Clear focus on people - in-
ternal and external
Strength:Socio-technical

Focused on technical risk man-
agement of IT systems with a
prescriptive approach. Includes
threats, vulnerabilities, likelihood
and impact - along with control
monitoring and compliance verifi-
cation. People not considered as
a core organisational asset.

Strength:Technology-driven

Broad business impact assess-
ment, practitioner led. Threat, vul-
nerability and impact based
Strength:Business impact-driven

Taxonomy-based - loss events,
threat capability, control strength
and loss magnitude. Scenario
driven with very well defined
measures on economic impact.
People are part of the method,
both internal business and exter-
nal threat actors

Strength: Economic impact-driven

Aims to include a range
of relevant backgrounds
in the assessment (cov-
ering people, process
and tech) and applicable
across varying sizes of
organisation. Typically
externally led due to
size and complexity
in large organisations,
which comes at a cost
in addition to the cost
of purchasing the doc-
umentation. Smaller
organisations with less

complexity can also
follow the principles
in-house.

Includes roles and

should be usable by
organisations of all
sizes (albeit it is very
US focused). Free to
access.

Only available to mem-
bers at cost and requires
a team with expertise in
risk assessment

Well-defined method
could be used by a small
internal team. OpenFAIR
standard available via
the Open Group

Questionnaire, inter-
views, document review,
process observation.
Documentation covers
all security controls

Questionnaire, inter-
views, document re-
views. Checklist reports
for operational, man-
agement and technical
security

Information required
on impact of losses.
Reports on business
impact, threat assess-
ment, vulnerability
assessment,  security
requirements evaluation
and control selection

Information sources
may vary depending
who hold the necessary
information. Reports
on financial loss magni-
tudes
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Methodology Assessment Team and Information Gathering
Cost and Reporting

Octave Covers people, technology and Collaborative  assess- Workshops and ques-
Allegro physical security. Identifies core ment team from within tionnaires. Baseline
IT staff. Self-directed methods and across business reports profile of prac-
intended for internal use, includ- including management, tices, threat profile, and
ing qualitative management and staff and IT. Free to vulnerabilities
evaluation workshops linked to access. Documentation
identification of organisational states it is targeted at
goals and related assets. Fol- organisations with 300+
lowed by threat identification and employees
mitigation. Qualitative risks (e.g.
reputation, productivity) have rela-
tive impact scores (low, medium,
high multiplied by categorical risk
score) to support prioritisation
Strength: Qualitative goal-
oriented focus

STRIDE  Threat assessment method. Small threat modelling Threat workshops.
Can include people, technology team from within and Graphical threat models
and physical security. Well doc- across business includ- and tables capturing
umented and clear approach ing management and IT. STRIDE analysis for
based on threats, mitigation Free to access systems elements and
(including tolerance levels for interactions.
risk), and mitigation including
who signs off on risk.

Strength: Threat-driven

Attack Similar threat assessment to Small attack modelling Attack modelling work-

Trees STRIDE, but more attack-specific, team from within the shops. Attack trees and
focusing on key details of attack business with a techni- quantitative measures
methods. cal focus. Openly acces- of likelihood of attack
Strength: Attack-driven sible method with associated impact.

A list of commonly used system-driven cyber risk management methods can be found at
[73]. Below we provide an overview and identify the attributes that can act as differentiators
based on the core focus of each method. These all focus on system-level risk and, as such,
may require significant human resource effort depending on the size of the organisation. The
main objective of these methods is to capture interactions and interdependent aspects of the
system and thus requires extensive engagement with process owners and seeking the ‘right’
people with knowledge of sub-systems.

- Systems-Theoretic Accident Model and Process (STAMP) is an ensemble of methods
used for modelling causation of accidents and hazards, developed at MIT [81]. Initially
focused on safety as a dynamic control problem including direct and indirect causality,
it has also been applied to cyber security (e.g., STPA-Sec) and has a focus on socio-
technical aspects of risk. The method uses a feedback loop with a controller and a
controlled process linked via actuation and feedback. It is based on systems thinking
and involves: identification of system purpose, unacceptable losses, hazards, and con-
straints; development of a hierarchical control structure; identification of unsafe control
actions; and the analysis of causal scenarios that lead to these unsafe control actions.
This can be supplemented by a timeline or sequence of events.

Strength: Causality — helps identify risks emerging from subsystem interactions.
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« The Open Group Architectural Framework (TOGAF) [82] is an enterprise architecture
standard that supports component-driven and system-driven approaches to manage
risk. The concept of an enterprise in this context encompasses all the business activi-
ties and capabilities, information, and technology that make up the entire infrastructure
and governance activities of the enterprise. If this extends into partners, suppliers, and
customers, as well as internal business units, then the model can also encompass this
aspect. Risk assessment in TOGAF is based on a qualitative approach combining effect
and frequency labels to produce an overall impact assessment. Risk assessment and
mitigation worksheets are then maintained as governance artefacts [83].

Strength: Linked to structured architectural representation of the enterprise.

+ Dependency Modelling. The Open Group also developed the Open Dependency Mod-
elling (O-DM) Framework for Goal-oriented risk modelling in a top-down method [84].
This method begins by asking ‘What is the overall goal of the system or enterprise?
(e.g., continual manufacturing operations), then asks a further question ‘What does this
goal depend on to be successful?’ (e.g., functioning machinery, operational staff, sup-
ply of materials). The method then iterates the questions until a tree of dependencies
is created. Goals are abstract so not dependent on actual processes, and allow a con-
nectionist view of an enterprise, its suppliers, and customers to be developed. Recent
work has developed tools to support the capturing of dependencies in a workshop set-
ting and apply quantitative probabilities to goals, underpinning Bayesian analysis and
modelling cascading failure [85].

Strength: Capturing interdependencies between abstract goals that sit above, and are
linked to, actual business processes.

« SABSA [86] is another architecture-based approach. It includes four phases. The first
phase identifies the risk associated with achieving objectives so mitigation plans can
be identified. The output then feeds into the design phase that determines the security
management processes and how they will be used. The third phase implements, de-
ploys and tests the management processes by the operations teams. The final phase
relates to management and measurement, which collects security information and re-
ports to the governance stakeholders. The method is enacted by decomposing busi-
ness processes at different architectural layers, from high-level capabilities (context
and concept) down to logical and physical aspects, technology components and activ-
ities. Risk is addressed at every layer in a top-down approach to managing risk through
activities in all layers, and filtering security requirements from top to bottom to en-
sure cyber risk is considered throughout. Cutting through all layers is a focus on as-
sets (what), motivation (why), process (how), people (who), location (where) and time
(when).

Strength: Matrix-structured layered approach linked to business model (could sit within
TOGAF).
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2.6.4 Risk assessment and management in cyber-physical systems and
operational technology

We start with a note on security vs. safety. While traditional IT security (e.g., corporate desk-
top computers, devices and servers) may generally take a risk assessment perspective fo-
cused on minimising access (confidentiality), modification (integrity) and downtime (avail-
ability) within components and systems, the world of cyber-physical systems and Operational
Technology (OT) typically has a greater focus on safety. These components and systems,
also known as Industrial Control Systems (ICSs) underpin Critical National Infrastructure
(CNI) such as energy provision, transportation, and water treatment. They also underpin com-
plex manufacturing systems where processes are too heavy-duty, monotonous, or dangerous
for human involvement. As a result, OT risks will more often involve a safety or reliability con-
text due to the nature of failure impacting worker and general public safety and livelihood
by having a direct impact in the physical world. This is perhaps a prime case for the use of
systems-driven methods over component-driven, as the former support the abstraction away
from components to high-level objectives (e.g., avoiding death, complying with regulation).
Taking this view can bridge the security and safety perspective and support discussion on
how to best mitigate risk with shared system-level objectives in mind.

Efforts to continually monitor and control OT remotely have led to increasing convergence
of OT with IT, linking the business (and its associated risks) to its safety critical systems.
Technology such as Supervisory Control and Data Acquisition (SCADA) provides capability
to continually monitor and control OT but must be suitably designed to prevent risks from IT
impacting OT. In Europe the Network and Information Systems (NIS) directive [47] mandates
that operators of essential services (such as CNI) follow a set of 14 goal-oriented principles
[48], focused on outcomes broadly based around risk assessment, cyber defence, detection
and minimising impact. Safety critical systems have a history of significant global impacts
when failure occurs in the control systems (e.g., Chernobyl, Fukushima), and the addition of
connectivity to this environment has the potential to further increase the threat surface, in-
troducing the additional risk elements of global politics and highly-resourced attackers (e.g.,
Stuxnet, BlackEnergy). Recent additions to this debate include the uptake and adoption of
loT devices, including, for example, smart tools on manufacturing shop-floors. These are a
more recent example of an interface to safety critical systems that could offer a window
for attackers to breach systems security. IoT security is in its infancy and the approach to
risk management is yet to be completely understood. The cyber security of cyber-physical
systems, including vulnerabilities, attacks and countermeasures is beyond the scope of this
KA and is discussed in detail in the Cyber-Physical Systems Security Knowledge Area (Chap-
ter 19).

2.6.5 Security Metrics

Security metrics is a long-standing area of contention within the risk community as there is
debate over the value of measuring security. It is often difficult to quantify — with confidence
— how secure an organisation is, or could be. Qualitative representations such as low, medium,
high or red, amber, green are typically used in the absence of trusted quantitative data, but
there is often a concern that such values are subjective and mean different things to different
stakeholders. Open questions include: what features of a system should be measured for
risk?, how to measure risk?, and why measure risk at all? Some metrics may be related to
risk levels, some to system performance, and others related to service provision or reliability.
Jaquith provides some useful pointers on what constitutes good and bad metrics to help
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select appropriate measures [64].

Good metrics should be:
+ Consistently measured, without subjective criteria.
+ Cheap to gather, preferably in an automated way.

+ Expressed as a cardinal number or percentage, not with qualitative labels like "high’,
"medium’, and "low".

+ Expressed using at least one unit of measure, such as "defects”, "hours", or "dollars".

+ Contextually specific and relevant enough to decision-makers that they can take action.
If the response to a metric is a shrug of the shoulders and "so what?", it is not worth
gathering. [64]

Bad metrics:

*+ Are inconsistently measured, usually because they rely on subjective judgments that
vary from person to person.

+ Cannot be gathered cheaply, as is typical of labour-intensive surveys and one-off spread-
sheets.

+ Do not express results with cardinal numbers and units of measure. Instead, they rely
on qualitative high/medium/low ratings, traffic lights, and letter grades. [64]

More extensive discussions of options to select metrics, along with case studies can be
found in Jaquith’s book [64].

The work of Herrmann [74] provides a more pragmatic view based on regulatory compliance,
resilience and return on investment. There are examples of metrics that could provide util-
ity in domains such as healthcare, privacy and national security. The perspective on metrics
is grounded in the understanding that we cannot be completely secure, so measuring ac-
tual security against necessary security is arguably a defensible approach, and the metrics
described are tailored towards measuring the effectiveness of vulnerability management. Es-
sentially, is it possible to quantify whether the risk management plan and associated controls
are fit for purpose based on the threats identified, and do the metrics provide evidence that
these controls are appropriate? Furthermore, are the controls put in place likely to add more
value in the savings they produce than the cost of their implementation? This point is partic-
ularly pertinent in the current era of Artificial Intelligence technology being marketed widely
at an international level to protect digital infrastructure. With a large price tag there is a ques-
tion mark over an evidence-based understanding of the actual added-value of such security
mechanisms and the cost-effectiveness of such solutions in the light of potential savings.

Jones and Ashenden [87] take an actor-oriented approach to security metrics, providing a
range of scenarios where threats are ranked based on a mixed qualitative and quantitative
method. For instance, nation state threats are based on metrics such as population, liter-
acy and cultural factors; terrorist groups on technical expertise, level of education and his-
tory of activity; and pressure groups are ranked on spread of membership, number of ac-
tivists, and funding. The framework provides a perspective on how to capture measures
that ground threat metrics in information that can support discursive, intelligence-led and
culturally-grounded risk assessment. However, the approach of "thinking like an attacker" or
profiling the adversary has been reported to fail even at nation-state level (with a lot of invest-
ment and intelligence). In an article with President Obama on the complications and failures
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of risk management in the state of Libya, he notes that the US analytical teams underes-
timated the attacker profile (particularly socio-cultural aspects), which led to failure in risk
management [88]. Assuming knowledge of the adversary can be very risky, but metrics to
profile possible threats and attacks (while explicitly accepting our limitations in knowledge)
can be used as part of a threat modelling approach such as STRIDE [75] or Attack Trees [79].
Shostack (the author of [75]) discusses the limitations of attacker profiling in a blog post [89].

While quantitative metrics framed in this way appear preferable to qualitative metrics, it is not
always a trivial process to collect consistently measured data, either manually or automated.
This brings us back to the point around communication and agreeing common language in
the risk assessment phase. While metrics may be limited in their accessibility and consistent
collection, agreeing the upper and lower bounds, or specific meaning of qualitative labels also
provides a degree of value to measuring the security of a system through well-defined links
between threats and their relationship to vulnerabilities and impact.

2.7 BUSINESS CONTINUITY: INCIDENT RESPONSE AND
RECOVERY PLANNING

[90, 91]

Ultimately, despite all best efforts of accountable individuals or boards within a company who
have understood and managed the risk they face, it is likely that at some point cyber security
defences will be breached. An essential part of the risk assessment, management and gov-
ernance process includes consideration and planning of the process of managing incidents
and rapidly responding to cyber attacks. The aim is to understand the impact on the system
and minimise it, develop and implement a remediation plan, and use this understanding to
improve defences to better protect against successful exploitation of vulnerabilities in future
(feedback loop). This is still a nascent area of cyber security maturity. Organisations typically
prefer to keep information about cyber security breaches anonymous to prevent reputational
damage and cover up lapses in security. However, it is likely that other organisations, includ-
ing competitors will succumb to the same fate in the future, and could benefit from prior
knowledge of the incident that occurred. At a broad scale, this is something that needs to be
addressed, especially given the offensive side of cyber security will communicate and collab-
orate to share intelligence about opportunities and vulnerabilities for exploiting systems. Cer-
tain industries such as financial and pharmaceutical sectors have arrangements for sharing
such intelligence but it is yet to become commonplace for all types of organisations. Large
public consortia such as Cyber Defence Alliance Limited (CDA), Cyber Information Sharing
Partnership (CISP), and the Open Web Application Security Project (OWASP) are all aiming to
support the community in sharing and providing access to intelligence on the latest threats
to cyber security. For more detailed information on incident management see the Security
Operations & Incident Management Knowledge Area (Chapter 8).

ISO/IEC 27035-1:2016 [91] is an international standard defining principles for incident man-
agement. It expands on the aforementioned ISO/IEC 27005 model and includes steps for
incident response, including:

* Plan and Prepare: including the definition of an incident management policy and estab-
lishing a team to deal with incidents.

+ Detection and Reporting: observing, monitoring detecting and reporting of security inci-
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dents.

« Assessment and Decision: determining the presence (or otherwise) and associated
severity of the incident and taking decisive action on steps to handle it.

* Response: this may include forensic analysis, system patching, or containment and re-
mediation of the incident.

* Learning: a key part of incident management is learning — making improvements to the
system defences to reduce the likelihood of future breaches.

The NCSC also provides ten steps to help guide the incident management process [92] which,
broadly speaking, relate the to the Plan, Detect, Assess, Respond and Learn phases of ISO/IEC
27035. In summary, the steps include:

« Establish incident response capability: including funding and resources, either in-house
or externally to manage incidents. This should include reporting incidents and manag-
ing any regulatory expectations.

« Training: ensuring that necessary expertise is in place to manage incidents (e.g., foren-
sic response and understanding of reporting expectations).

* Roles: assign duties to individuals to handle incidents and empower them to respond
to incidents in line with a clear action plan — and make sure this person is well known
to people who may be likely to identify an incident.

* Recovery: particularly for data and critical applications, make sure a backup is physi-
cally separated from the system — and test the ability to restore from backup.

+ Test: play out scenarios to test out the recovery plans; these should be refined based
on practical and timely restoration under different attack scenarios.

* Report: ensure that information is shared with the appropriate personnel internally to
improve risk management and security controls, plus externally to ensure legal or reg-
ulatory requirements are met.

* Gather evidence: forensic response may be crucial following an incident — the preserva-
tion of evidence could be critical to legal proceedings or, at a minimum, understanding
the events that led to the breach.

* Develop: take note of the actions taken as part of the incident response. What worked
and what did not? Where could the process be improved? As well as defences, the re-
sponse plan may also benefit from refinement. Security is an ever-evolving issue and re-
quires continual reflection. Security policies, training, and communication may all help
reduce the impact of future breaches.

« Awareness: continue to remind employees of their responsibilities and accountability
regarding cyber security — remind them of how to report incidents and what to look
out for. Vigilance is key whether it involves reporting suspicious behaviour or a known
personal error that has led to a breach.

* Report: Cyber crime must be reported to relevant law enforcement agencies.

As a final word on business continuity we highlight the significance of supply chains. Incident
management approaches along with systems-level risk assessment methods are designed
to enable the capture of risks relating to interactions and interdependent aspects of the sys-
tem, which, of course, can and should include supply chains, but will only do so if due atten-
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tion is given this aspect of risk. Cyber security of supply chains risk, while nascent as a topic
with regards to risk assessment and governance [93][94], is an important issue.

2.8 CONCLUSION

We have explained the fundamental concepts of risk, using a working definition of the pos-
sibility that human actions or events may lead to consequences that have an impact on what
humans value, and placed this in the context of cyber risk management and governance. Us-
ing academic foundations that have been widely adopted in international practice, we have
explained the links between pre-assessment and context setting, risk and concern assess-
ment, characterisation and evaluation, management, and governance. Risk governance is
the overarching set of ongoing processes and principles that underpin collective decision-
making and encompasses both risk assessment and management, including consideration
of the legal, social, organisational and economic contexts in whichrisk is evaluated. We have
defined some of the core terminology used as part of the structured processes that capture
information, perceptions and evidence relating to what is at stake, the potential for desirable
and undesirable events, and measures of likely outcomes and impact — whether they be qual-
itative or quantitative.

A major aspect of risk is human perception and tolerance of risk and we have framed these in
the extant literature to argue their significance in risk governance aligned with varying types
of risk — routine, complex, uncertain and ambiguous. We have particularly drawn on factors
that influence the perception of risk and discussed how these link to the human factors of
cyber security in the context of security culture. Training, behaviour change, creation of con-
fidence and trust, and stakeholder involvement in the risk governance process have been
highlighted as crucial success factors. This is based on well-established literature that peo-
ple’s intuition and bias will often outweigh evidence about risk likelihood if they believe the
management of the risk is not trustworthy, does not apply to them, or is beyond their control.
We need people to buy into risk governance rather than impose it upon them. Accordingly,
we introduced the concept of balancing accountability with learning, proposing that failures
in the risk governance process should lead to feedback and improvement where individu-
als that may have breached risk management policies should feel able to bring this to the
attention of risk managers without fear of stigmatisation.

We differentiated between system-level risk management that analyses the risk of a system
as a whole and considers inter-dependencies between sub-systems; and component-level
risk management that focuses on risk to individual elements. A number of well-established
risk management methods from the systems and component perspectives were analysed
with core strengths of each highlighted and some insights into how the methods function,
the resources (human and economic) required, and information gathering/reporting require-
ments. While the core principles of risk — based around vulnerability, threat and impact -
exist across all methods, there are individual attributes (we referred to as strengths) of each
method that may make them a better fit to an organisation depending on what the risk stake-
holders require as evidence of exposure. We reflected briefly on the context of safety in risk
assessment for operational technology, which also included the growth of loT and the need
to consider additional directives for critical national infrastructure risk.

Measuring security and the limitations of metrics were discussed in the context of possi-
ble options for security metrics, as well as differing views in the community on the benefits
and limitations of metricised risk. Finally, we linked to incident response and recovery, which
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should provide a feedback loop to risk management planning within the risk governance pro-
cess. Even with the best laid plans, it is likely a breach of cyber security defences will occur
at some point and, in addition to the cultural aspects of learning and improvements of staff,
we highlighted a number of key steps from international standards that are required to be
considered as part of the governance process.

Risk governance is a cyclical and iterative process, and not something that can be performed
once. The crosscutting aspects of communication, stakeholder engagement and context
bind the risk assessment and management processes and are core to the continual reflec-
tion and review of risk governance practices. Incidents, when they occur, must inform risk
management policy to improve cyber security in future — and we must accept that we will
likely never be completely secure. In line with this, human factors and security culture must
respond to the ever changing need to manage cyber risk, enabling and instilling continual
professional development through education and Just Culture where lessons can be learned
and governance methods improved.
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NOTICE AND DISCLAIMER: This knowledge area does not constitute the
provision of legal advice or legal services and should not be relied upon
as such. The work is presented as an educational aid for cyber security
practitioners. Opinions expressed are solely those of the author. This
work does not represent official policy or opinion of the NCSC, the gov-
ernment of the United Kingdom, any state, any persons involved in its
production or review, or any of their staff, employers, funders, or other
persons affiliated with any of them.

INTRODUCTION

The purpose of this knowledge area is to provide a snapshot of legal and regulatory topics
that merit consideration when conducting various activities in the field of cyber security such
as: security management, risk assessment, security testing, forensic investigation, research,
product and service development, and cyber operations (defensive and offensive). The hope
is to provide a framework that shows the cyber security practitioner the most common cate-
gories of legal and regulatory risk that apply to these activities, and to highlight (where pos-
sible) some sources of legal authority and scholarship.

The nature and breadth of the subject matter addressed renders this knowledge area, and the
sources cited, a mere starting rather than ending point. Undoubtedly, some favoured, even
significant, sources of authority and scholarship have been overlooked.

The reader is assumed to hold no formal qualification or training in the subject of law. The
audience is further assumed to be multinational. To make the material practically accessible
to such a diverse body of cyber security domain specialists, subjects are presented at a level
that would be considered introductory for those who are already well educated in law or
public policy.

The rules of mathematics and physical sciences are both immutable and identical around
the world. Laws and regulations are not. The foundation of the world’s legal and regulatory
systems has for many centuries been based on the principle of territorial sovereignty. Various
international efforts to harmonise differences in laws and regulations have met with variable
degrees of success. In practice, this means that laws and regulations differ — sometimes
significantly — from state to state. These differences are not erased simply because people
act through the instrumentality of cyberspace [95].

This knowledge area, however, addresses a multinational audience of practitioners who will
be called upon to conduct their activities under laws and regulations imposed by different
states - both the home state in which they practice, and foreign states with which they make
contact. While respecting the reality that legal details vary by state, this knowledge area will
attempt to identify some widely shared norms among various systems of domestic law and
regulation, and some aspects of public international law, that may (or should) influence the
work of the security practitioner.

In the search for generalisable norms that retain utility for the practitioner, this knowledge
area focuses primarily on substantive law. Substantive law focuses on the obligations, re-
sponsibilities, and behaviours, of persons. Examples include computer crime, contract, tort,
data protection, etc.

Procedural rules are mostly excluded from coverage. Procedural rules tend to focus on man-
aging the dispute resolution process or specifying methods of communication with a state
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authority. Examples include civil procedure,’ criminal procedure,? and rules of evidence.® Al-
though these are significant to the administration of justice, they are often parochial in nature
and bound up with quirks of local practice. Cyber security practitioners who need to become
familiar with the details of these rules (e.g., forensic investigators, law enforcement officers,
expert witnesses, and others who collect or present evidence to tribunals) invariably require
specialist guidance or training from relevant local legal practitioners who understand the pro-
cedural rules of a given tribunal .

As with many efforts at legal taxonomy, the difference between substance and procedure
is imprecise at the boundary. The test for inclusion in this knowledge area is less to do with
divining the boundary between substance and procedure, and springs instead from the desire
to make normative statements that remain useful to practitioners in a multinational context.

Section 3.1 starts the knowledge area with an introduction to principles of law and legal re-
search, contrasting the study of law and science and explaining the role of evidence and
proof. Section 3.2 then explores various aspects of jurisdiction in an online environment.

Sections 3.3 and 3.4 discuss general principles of privacy law (including interception of com-
munications) and the more detailed regulatory regime of data protection law. Section 3.5
presents an outline of computer crime laws, and more specifically crimes against informa-
tion systems.

Sections 3.6 and 3.7 provide an introduction to principles of contract and tort law of interest
to practitioners. Section 3.8 provides a general introduction to relevant topics in intellectual
property, while Section 3.9 provides an overview of laws that reduce liability of content inter-
mediaries.

Sections 3.10 and 3.11 address a few specialist topics, with an exploration of rights and re-
sponsibilities in trust services systems and a brief survey of other topics of interest such
as export restrictions on cryptography products. Sections 3.12, 3.13, and 3.14, conclude the
knowledge area with a survey of public international law, ethics, and a checklist for legal risk
management.

The author of this knowledge area is trained in the common law® (nearly ubiquitous in an-
glophone territories) and experienced in international commercial legal practice conducted
in London. Examples of legal norms are therefore drawn from common law (as interpreted
by different states), various anglophone statutes and case decisions, European Union law,
and public international law.® The author welcomes thoughtful correspondence confirming,
further qualifying, or challenging the normative status of issues presented.

Finally, a note on terminology and presentation. ‘Alice’ and ‘Bob’ and similar terms are used
in an effort to present ideas in a form likely to be familiar to security practitioners. There
is one significant difference in how these terms are used. In most of the technical security
literature 'Alice’ and ‘Bob’ refer to technological devices. In this knowledge area, however,
'Alice’ and 'Bob’ refer to persons.” Unusually for CyBOK (but in common with legal research
and scholarship) this knowledge area makes extensive use of notes. Notes are used for a
variety of purposes, including providing specific examples, further explanation of issues, and
additional argument in support of or against a given a proposition. In some circumstances
notes have been used to suggest potential future legal developments, subjects worthy of
further study, or to provide other comments.®
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CONTENT

3.1 INTRODUCTORY PRINCIPLES OF LAW AND LEGAL
RESEARCH

Cyber security practitioners and researchers come from an incredibly wide array of educa-
tional backgrounds. Experience teaching legal and regulatory subjects to cyber security post-
graduate students, and providing legal advice to cyber security practitioners, suggests that
much of this knowledge area’s content will be novel to those whose education is based in sci-
ence, technology, engineering, mathematics, many social sciences, and many of the human-
ities. These introductory observations are offered as an aid for those who are approaching
the subject without significant experience.

3.1.1  The nature of law and legal analysis

Although the reader is assumed to have some degree of familiarity with the process of law
making and law enforcement, a review of some of the most common sources of law should
help to orient those who are unfamiliar with legal research and analysis.

Law should be analysed with rigorous logic. Unlike scientific disciplines such as physics or
mathematics, however, the study of law is not conceptualised as an effort to discover im-
mutable principles of our world. Law is bound together with social and political values, human
desire, and human frailty [96].

Society influences the development and interpretation of law even as law influences the be-
haviour of members of society. Societies evolve and values change. Changes to law and to
methods of interpreting law tend to follow.? This creates a number of challenges for legal
scholarship,’® as the topic under study continues to change.” Perhaps as a result the study
of law is often presented in the form of historical dialectic: examining the evolution of law and
its interpretation over time, often through case studies. This method provides all-important
context, aids in the interpretation of law as it exists, and often suggests the direction of future
developments.

The study of law endeavours to share at least one characteristic with the sciences: the ability
to predict outcomes. While sciences like chemistry predict the outcome of events such as the
introduction of solid sodium to liquid water, the study of law attempts to predict the outcome
of disputes submitted to a suitably expert legal tribunal. Although the study of law can never
predict outcomes of dispute with 100% certainty, in states with well-developed systems of law
and well-qualified adjudicators, it is possible to achieve a degree of predictability of outcome
that is sufficiently high to maintain confidence in the system as a whole.

Legal studies often begin with a mechanistic review of the governance processes surround-
ing the adoption and enforcement of law. Laws are made (legislative authority), laws are inter-
preted (judicial authority), and laws are enforced (executive authority). Understanding differ-
ent governance structures adopted by states to manage these three processes requires an
examination of comparative constitutional law which is beyond the scope of this knowledge
area.

Most legal research and analysis proceeds on the basis of argument from authority, drawn
from an analysis of historical texts that embody expressions of law. There follow a few obser-
vations about differing sources of legal authority and how these vary in different contexts. No
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standards body exists to harmonise the definition of legal terms of art as they are used by dif-
ferent states. Confusion over legal terminology is therefore commonplace in a multinational
context.

Primary legislation. In both common law™ and civil law' jurisdictions, primary legislation (typ-
ically a statute such as an Act of Parliament in the UK, or an Act of Congress in the US) is the
most easily understood embodiment of ‘the law’. In civil law jurisdictions primary legislation
typically takes the form of adopting or amending a comprehensive legal code.™ A statute (a
law promulgated by a legislature) should be distinguished from a bill (a draft law which may
or may not be adopted as a statute)’® which normally has no force of law."”

Secondary legislation. Sometime a degree of law-making authority is delegated by a senior
legislative body (such as the UK Parliament or the US Congress) to some other agency of the
state (such as the Foreign Minister of the UK or the US Commerce Department). Delegation
is often made for reasons of technical expertise, or the need for frequent periodic review of
adopted rules. Laws promulgated by such subordinate agencies are generally termed sec-
ondary legislation. The term 'regulation’ is sometimes used colloquially to refer to secondary
legislation as distinct from primary legislation.

European Union legislation. A 'Directive’ of the European Union (formerly European Economic
Community) is a specific type of primary legislation addressed to the member states of the
Union. Each member state is required to examine the terms of the Directive, and then to im-
plement these terms within its own domestic law within a specified time frame. Directives
are normally said to lack ‘direct effect’ in member state law, with some exceptions. By con-
trast, a European Union 'Regulation’ constitutes immediately applicable binding law within all
member states.”

Judicial decisions. In common law jurisdictions, the published decisions of domestic courts
that interpret the law tend to constitute significant and binding interpretative authority de-
pending upon the seniority and jurisdiction of the court. Decisions by the courts of foreign
states may constitute persuasive authority, or indeed their interpretation of the law may be
ignored entirely.” In civil law jurisdictions, the decisions of judges are generally accorded
less interpretive authority than similar decisions in a common law jurisdiction.

Codes. In legal research, ‘code’ can refer to any systemised collection of primary legislation,?°
secondary legislation,?” model laws,?? or merely a set of rules published by public or private
organisations.?

Restatements of the law. A restatement of the law is a carefully constructed work, normally
undertaken by a committee of legal experts over a number of years, which seeks to explain,
clarify, and codify existing law. Although restatements are not normally considered a source
of mandatory authority, as carefully considered expressions of expert opinion they are often
extremely influential.?*

Treaties. Treaties are instruments of agreement among and between states. In some states,
the legal terms of a treaty are automatically carried into operation of a contracting state’s
domestic law once the state has fully acceded to the treaty. In others, domestic law is not
amended unless and until the domestic legislature acts to amend domestic law in accor-
dance with the treaty requirements. (Public international law is discussed in Section 3.12.)

Scholarly articles. Within common law jurisdictions, scholarly articles written by legal aca-
demics can constitute a type of persuasive, albeit weak, authority. Judges typically adopt the
arguments of legal scholars only to the extent that the scholar’s work persuades a jurist to
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adopt their view. In many civil law systems, by contrast, scholarly articles by leading legal aca-
demics may be accorded significant deference by tribunals who are called upon to interpret
the law.

3.1.2 Applying law to cyberspace and information technologies

The birth of cyberspace caused a great deal of anxiety with regard to the application of laws
and regulations to this new domain.

Two prevailing schools of thought emerged. The first school posited that cyberspace is so
radically different from anything in human experience, that old laws were unsuitable and
should be widely inapplicable to actions taken using this new domain. Law makers and
judges were encouraged by this school to re-examine all doctrines afresh and to abandon
large swathes of precedent when considering disputes. Radical proponents of this view went
so far as to deny the authority of sovereign states to enforce laws and regulations in the con-
text of Internet-related activities [97].

The second school held instead that the Internet is, like so many tools developed in human
history, merely an instrumentality of human action. As such, laws could — and perhaps should
— continue to be applied to persons who use cyberspace in most respects just as they applied
before it existed [98, 99, 100]. Members of this second school described a’cyberspace fallacy’
- the false belief that cyberspace was a legal jurisdiction somehow separate and distinct
from real space [101].2°

For the time being, the second school has almost universally prevailed with state authorities
[95,102,103, 104]. The practitioner is confronted with the reality that existing laws, some cen-
turies old and some amended or born anew each year, are applied by states, their law makers,
judges, police and defence forces to cyberspace-related activity whether or not cyberspace
was expressly contemplated by those same laws.?°

One must be cautious when attempting to map legal rules onto activities. While lawyers and
legal scholars divide the law into neat categories, real-life and cyber operations do not always
fit neatly within a single category. For example, a single data processing action that does not
infringe copyright and is not defamatory may still constitute a violation of data protection
rights. Any given action should be assessed by reference to whatever laws or regulations
present risk. The problem of conflicting obligations that can arise as a result of multi-state
regulation is introduced in Section 3.2.

Practitioners increasingly ask questions concerning the application of law to artificial intel-
ligence. Laws are generally framed to influence and respond to the behaviours of persons,
or to address the disposition or use of property. (This can be seen in the discussion of en-
forcement jurisdiction in Section 3.2.3.) Instances of artificial intelligence are not currently
defined as persons under the law.?” Therefore an Al, as such, cannot be guilty of a crime, en-
ter into a contract, own property, or be liable for a tort. If an object controlled by an Al causes
harm, the law would normally be expected to look beyond the Al to the persons who created
or made use of it and the responsibility of such persons would be assessed using existing
legal standards. This subject is explored briefly in Section 3.7.2, which touches upon circum-
stances where persons could become strictly liable for Al-related actions which cause death
or personal injury.?®
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3.1.3 Distinguishing criminal and civil law

3.1.3.1 Criminal law

Criminal law is the body of law that prohibits behaviour generally abhorred by society. Crimi-
nal law is normally enforced by an agency of the state. Examples include prohibitions against
bank fraud and computer hacking. Depending upon the society in question, the purposes of
criminal law are usually described as some combination of:

« deterrence (seeking to deter bad behaviour, for both members of society generally and
a criminal specifically);

+ incapacitation (limiting the ability of the criminal to further harm society);

« retribution (causing a criminal to suffer some type of loss in response to crime);
« restitution (causing a criminal to compensate a victim or some related person);
« rehabilitation (seeking to change the long-term behaviour of a criminal).

Terms such as ‘guilty’ and 'innocent’ are normally reserved as descriptions of verdicts (out-
comes) in a criminal case. These terms should not be used when referring to outcomes of
civil actions.

Punishments available in criminal law include custodial prison sentences, criminal fines nor-
mally remitted to the state, seizure and forfeiture of criminal proceeds, and financial or other
restitution remitted to victims.

There is often no requirement for an accused to have understood that their actions were
defined as criminal, although states normally must prove that the accused intended to take
those actions. Some crimes are defined in a fashion that guilt only attaches if the state can
prove that the accused was aware that they were doing something 'wrong’.?° An accused,
therefore, may not be able to escape criminal liability by suggesting, or even proving, that an
act was undertaken with good intentions or otherwise 'in the public interest’.*°

3.1.3.2 Civil (non-criminal) law

Civil law®' is the area of law that regulates private relationships among and between persons.
Examples include the laws of contract and negligence. A person injured as a result of breach
of civil law can normally bring legal action against the responsible party.

Remedies available under civil law (depending on the circumstances) may include some com-
bination of:

+ an order for the liable party to pay compensation to the injured party;
+ an order to terminate some legal relationship between the parties;
« an order for the liable party to discontinue harmful activity; or

+ an order for the liable party to take some type of affirmative act (e.g., transferring own-
ership of property).

The principles of civil law are often crafted in an effort to redress negative externalities of
behaviour in a modern economy. This makes civil law especially interesting in cyber security,
as poor security in the development of ICT products and services is a sadly recurring negative
externality that often falls short of criminal behaviour [105]. Policy makers hope that people
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who become aware that certain types of risk-taking carry an associated liability for resulting
harm will alter their behaviour for the better.

3.1.3.3 One act: two types of liability & two courts

A single act or series of connected acts can create liability simultaneously under both crim-
inal and civil law. Consider the act of Alice making unauthorised access to Bob’s computer.
Her actions in turn cause Bob’s LAN and related infrastructure to fail. Alice’s single hacking
spree results in two types of liability. The state can prosecute Alice for the relevant crime (i.e.,
unauthorised access, see Section 3.5) and Bob can bring a civil legal action (i.e., negligence,
see Section 3.7.1) against Alice.

The two types of legal action would normally be contested in two separate tribunals, and
subject to two different standards of proof (see Section 3.1.4).3? The purpose of the criminal
case is to protect the interests of society as a whole, while the purpose of the civil case is to
compensate Bob.

3.1.4 The nature of evidence and proof

The concept of ‘proof’ in law is different from the term as it is used in the field of mathematics
or logic. This can create confusion in discussions of cyber security topics and the law.

In law, to ‘prove’ something means simply to use permissible evidence in an effort to demon-
strate the truth of contested events to a fact finder to a prescribed degree of certainty. Per-
missible evidence can take a variety of forms. Subject to the rules of different legal systems,
evidence might include direct witness testimony, business records, correspondence, surveil-
lance records, recordings of intercepted telephone conversations,3® server logs, etc.?*

As a gross generalisation, legal analysis in a dispute consists of two elements. A ‘fact finder’
(ajudge, jury, regulator, etc.) must first consider competing versions of events and establish a
factual narrative or 'finding’. This factual narrative is then subjected to analysis under relevant
law.

A person who brings a legal action is said to carry the burden of proof with respect to the
elements that define their right of action. This is also known as proving the claiming party’s
prima facie case. An accused then bears the burden to prove affirmative defences which
might serve to reduce or eliminate their liability.3°

The applicable standard of proof, which is to say the degree of certainty that must be achieved
by the fact finder to reach a finding on a given contested issue, depends upon the issue under
consideration. A non-exhaustive sample of different standards of proof used in various legal
contexts is presented in Table 3.1.
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3.1.5 A more holistic approach to legal risk analysis

Those who approach the study of law for the first time often fall victim to seeing only one
aspect of the law: 'the rules’. More specifically, the elemental framework from a given law
which defines the evidentiary burden to be met by a person seeking to prove the guilt or
liability of a second person. This ignores other factors that must be taken into account when
analysing legal risk.

Consider a circumstance in which Alice has some right of action against Bob. (Alice could
be a state considering prosecution of Bob for a crime or Alice could be a person considering
a civil law suit against Bob for breach of contract or tort.) Alice might pursue a legal action
against Bob, or she might not. If Alice pursues legal action against Bob, she might win the
action or she might lose. Bob must take different factors into consideration when analysing
the relevant risk of Alice taking legal action.

It may aid understanding to consider a function:

R=f(P,D,Q,X)

in which:

R = the risk-weighted cost to Bob that Alice will commence and win this
legal action;

P = Alice's relative ability (using admissible evidence) to prove her prima fa-
cie case against Bob (adjusted by Bob’s ability to rebut such evidence);

D = Bob's relative ability (using admissible evidence) to prove any affirma-
tive defence that might reduce or eliminate Bob’s liability (adjusted by
Alice’s ability to rebut such evidence);

() = the total cost to Bob (other than transaction costs) if Alice pursues and
wins her legal action; and

X = avariety of additional factors, such as Alice’s willingness and ability to
commence legal action, Bob's willingness and ability to defend, Alice’s
ability to secure enforcement jurisdiction over Bob or his assets, plus
transaction costs such as investigation costs, legal costs, and court
costs.

The purpose of the function above is merely to highlight that legal risk analysis involves more
than consideration of ‘the rules’.3® Thus, the discussions of substantive law in this knowledge
area (e.g., data protection, criminal law, contract, tort) begin with some examination of the
framework used to prove liability (7). Discussion also touches on some affirmative defences
(D) as well as relevant penalties and remedies (QQ). The knowledge area gives significant,
separate, consideration to the problem of jurisdiction (which falls within X). In assessing
each of these factors, one must also consider the probative value of available evidence as
well as the relevant standard of proof to be met in each element (see Section 3.1.4).

Some areas of risk, such as risks related to transaction costs including mechanisms that
may shift some transaction costs from winner to loser (which also fall within X), are highly
individualised and process-oriented and beyond the scope of this knowledge area.

The issues introduced here significantly underpin the observations concerning legal risk man-
agement in Section 3.14.
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Standard of
proof

Degree of Certainty Re-
quired

Example context

Beyond a rea-
sonable doubt.

Extremely high. Almost
incontrovertible. No other
reasonable explanation
exists to make sense of
the evidence.

States are most often required to meet this, or a similar
standard, in proving the elements of a crime for a fact
finder to hold an accused person guilty. This higher stan-
dard is heavily influenced by notions of human rights
law because individual life and liberty are at stake.

Clear and
convincing

evidence.

Reasonably high certainty.
Much more than simply
‘probable’.

This standard of proof is used in US law, for example,
when a court is asked to invalidate a previously granted
patent. The burden of proof placed upon the person
seeking to invalidate the patent is set high because this
would deprive a rights-holder of property previously
granted by the patent office.

This phrase is also used to describe the standard
to be met by prisoners who challenge the validity of
their criminal conviction in US federal courts using
a habeas corpus petition long after normal routes of
appeal have been exhausted. In this circumstance, the
higher standard is required as a means of preserving
the integrity of the original criminal justice process
(including the original appeals) while not foreclosing
all possibility of post-conviction review.3’

Preponderance
of evidence.

Balance of
probabilities.

More probable than not.
Greater than 50%.

When weighed on the
scales of justice, the
evidence on one side is
at least a feather-weight
greater than the other.

The most common formulations of the standard of
proof required to prevail in a civil case.

Probable cause.

The evidence suggests
that the target of an inves-
tigation has committed a
crime, although evidence
is not yet conclusive.

The standard required in the US to persuade a judicial
officer to issue a search warrant or arrest warrant. This
standard serves to filter out trivial or unsubstantiated
requests to intrude into privacy or detain a suspect.

Reasonable sus-
picion.

The standard typically required in the US to justify a
police officer temporarily stopping and questioning a
person. This lower standard is often justified on policy
grounds of minimising threats to the safety of police
officers.

This phrase has also been suggested by the United
Nations High Commissioner for Human Rights on the
right to privacy in the digital age as a threshold for
justifying state electronic surveillance [106].
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3.2 JURISDICTION

[95, 107,108,109, 110, 111]

Cyberspace enables persons located in different states to communicate with one another in
a fashion that is unprecedented in history. Once-unusual international contacts and relation-
ships have become commonplace. Those who face a potential threat of enforcement by a
person in a foreign state must consider a few threshold questions before the relevant legal
risk can be analysed: jurisdiction and conflict of law.

Jurisdiction describes scope of state authority and the mechanisms used by a state to as-
sert power. Private international law, or conflict of law, examines how to determine which
domestic state law(s) will be applied to resolve certain aspects of a given dispute. This sec-
tion of the knowledge area discusses jurisdiction. Conflict of law is addressed separately in
the context of individual substantive headings of law.

Many of the principles concerning jurisdiction and conflict of law are not new. What has
changed are the larger numbers of people who benefit from considering these principles
now that persons are facing cross-border legal responsibilities at increased rates.

3.2.1 Territorial jurisdiction

The term ’jurisdiction’ is often used in a rather informal manner to refer to a state, or any po-
litical sub-division of a state, that has the authority to make or enforce laws or regulations.3®
In this sense, the term is nearly synonymous with the territory of that state or its political sub-
division. The purpose of this section, however, is to focus more specifically on the territorial
extent of a state’s power - its territorial jurisdiction.®

When reviewing legal risks from multi-state activities conducted via cyberspace, it may be
helpful to consider three different aspects of jurisdiction: prescriptive jurisdiction, juridical
jurisdiction, and enforcement jurisdiction.

Prescriptive jurisdiction describes the scope of authority claimed by a state to regulate the
activities of persons or take possession of property. Law makers normally adopt laws for
the purpose of protecting the residents of their home state and may declare their desire to
regulate the actions of foreign-resident persons to the extent that such actions are prejudicial
to home state-resident persons.

Juridical jurisdiction describes the authority of a tribunal to decide a case or controversy. The
rules of such jurisdiction vary widely from tribunal to tribunal. In civil cases, courts usually
demand a minimum degree of contact between the residential territory of the court and the
property or person against which legal action is taken. Such minimum contact might involve
obvious examples such as the presence of a branch office. It might be extremely minimal,
indeed, resting upon little more than correspondence soliciting business from a resident of
the court’s territory.*? In the context of criminal prosecutions, courts normally demand the
physical presence of an accused before proceedings commence. Some states allow courts
to make exceptions to this rule and are prepared to conduct a criminal trial in absentia if the
defendant cannot be found within the territorial jurisdiction of the court.

Enforcement jurisdiction describes the authority of a state to enforce law. This is sometimes
described as police power, power to arrest and detain, authority to use force against persons,
etc. In civil matters, this may describe other methods used to project force over persons or
property resident in a territory, such as seizing plant and equipment, evicting tenants from
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property, garnishing wages, seizing funds on deposit with a bank, etc. In practice, enforce-
ment jurisdiction is limited by the ability of the state and its agents to project power over the
objects of enforcement.*

3.2.2 Prescriptive jurisdiction

It has long been commonplace for states to exert a degree of prescriptive and juridical juris-
diction over non-resident persons who solicit business relationships with residents. A theory
often espoused is that non-resident persons who remotely solicit or enter into business rela-
tionships with residents avail themselves of the benefits of the domestic market and, there-
fore, become amenable to the rules of that market. This principle long predates the Internet.

More controversial are cases where a non-resident person is not soliciting business from
a state resident but may nonetheless be acting in a fashion which somehow harms state
residents. Some of the best-known examples arise in competition law (a.k.a. anti-trust law).
These cases follow a familiar pattern. A cartel of persons who produce commodities (e.g.,
bananas, aluminium, wood pulp, diamonds) outside of the state’s territory, convene a meeting
that also takes place outside the state’s territory. In this meeting the cartel members conspire
to fix the wholesale prices of a given commodity. This kind of offshore price-fixing conspiracy,
which would be disallowed if it took place within the state’s territory, eventually results in
inflated prices inside the state as well. The only communication between the prohibited act
(price fixing) and the state is the price inflation in the overseas (exporting) market, which in
turn causes inflation of domestic (importing) market prices.

At the start of the twentieth century the notion of applying a state’s domestic competition law
to such overseas activity was considered wholly inappropriate [112]. The growth of interna-
tional trade in the modern economy, however, caused courts to reconsider this position. US
courts decided in 1945 that extending prescriptive jurisdiction to foreign price-fixing activity
was justified due to the consequential harm to the domestic market and the sovereign inter-
est in protecting the functioning of that market [113]. A substantially similar (if not identical)
doctrine was announced in 1988 by the European Court of Justice when applying European
competition law [114, 115]. Although these jurisdictional theories have been criticised, they
are now exercised routinely.

States also claim prescriptive jurisdiction over some actions taken by their own nationals
while present in a foreign state even if no express ‘effect’ is claimed within the territory of
the home state. Examples include laws prohibiting bribery of foreign officials [116] and laws
against child sex tourism [117,118]. States may also claim prescriptive jurisdiction over violent
acts committed against a state’s own nationals outside of the state’s territory by any person,
especially in cases of terrorism.*?

Instances where more than one state claims jurisdiction over a single act or occurrence are
not uncommon. Claims of prescriptive jurisdiction tend to be founded on notions of protect-
ing the interests of a state and its residents. Some of the rules of jurisdiction have been
adopted with a view to reducing instances where persons might face irreconcilable conflict
between the mandates of two states. Although such irreconcilable conflicts are less com-
mon than some might believe, they still arise from time to time. In cases where a person
faces an irreconcilable conflict of mandates imposed by two states, the person is required
to make hard choices. For businesses, these choices often involve changing business pro-
cesses, structure or governance to avoid or limit the potential for such conflicts.
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3.2.2.1 Prescriptive jurisdiction over online content

Numerous court decisions around the world have confirmed the willingness of states to
assert prescriptive jurisdiction over actions where criminal or tortious content originates
from outside of the state’s territory, is transferred via the internet, and displayed within the
state’s territory. Examples of laws that have been enforced on this basis include copyright,
defamation, gaming/gambling services, and state-specific subject matter prohibitions such
as the prohibition against displaying or offering for sale Nazi memorabilia within France
[95, 107, 108, 119].

These exercises of jurisdiction do not necessarily rest on the more attenuated ‘effects doc-
trine’ used in competition law. Courts seem willing to interpret domestic law in a fashion
which asserts prescriptive jurisdiction, and then to assert their own juridical jurisdiction on
the basis that content is visible to persons within the state irrespective of the location of
the server from which it originates. In this fashion, the offending act (e.g., copying, publish-
ing, transmitting, displaying, offering for sale) is said to take place within the state asserting
jurisdiction.

3.2.2.2 Prescriptive jurisdiction over computer crime

States adopting computer crime laws often legislate to include cross-border acts. As a result,
it is common for a state with such laws on their books to exercise prescriptive jurisdiction
over persons — no matter where they are located — who take actions directed to computer
equipment located within the state. Similarly, persons who act while physically located within
the state’s territory are often caught within the scope of the criminal law when conducting
offensive operations against computers resident in foreign states [109, 110, 111, 120, 121].
Public international law recognises such exercises of prescriptive jurisdiction as a function
of territorial sovereignty ([104] at R.1-4, R.10).

When a hacker who is physically present in one state directs offensive activity to a computer
in another state, that hacker may violate the criminal law of both states. If the relevant hack-
ing activity does not constitute a crime in the first state for whatever reason,*® it may still
constitute a crime under the law of the second state where the target computer is located
[120, 121].

3.2.2.3 Prescriptive jurisdiction and data protection (GDPR)

GDPR brought about a significant change in the territorial prescriptive jurisdiction of Euro-
pean data protection law [122].

GDPR, in common with its predecessor 1995 legislation, applies first to any ‘processing of per-
sonal data in the context of the activities of an establishment of a controller or a processor
in the Union, regardless of whether the processing takes place in the Union or not’ (Art. 3(1)).
The term ‘establishment of a controller’ as used in EU data protection law generally, is extraor-
dinarily broad when compared with other commonly understood legal principles. Creating or
maintaining an establishment in the territory of the EU merely means the ability to direct busi-
ness affairs or activities. This definition is not restricted by the usual niceties of corporate
or international tax law. A holding company in the US, for example, can be deemed to have a
personal data processing establishment in the EU through the non-processing activities of its
wholly owned subsidiary [123]. Thus, legal persons that have no ‘permanent establishment’
or 'taxable presence’ in the EU for purposes of analysing direct tax liability may nonetheless
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be deemed to be carrying out data processing in the context of an ‘establishment’ in the EU
for the purposes of analysing GDPR liability.

GDPR now also asserts prescriptive jurisdiction over the personal data processing activities
of any person, anywhere in the world, related to offering goods or services to data subjects
in the EU (Art. 3(2)(a)). Prescriptive jurisdiction is believed to extend only to circumstances
when the supplier volitionally offers such goods or services to data subjects in the EU.

Finally, GDPR applies to any person who monitors the behaviour of data subjects located in
the EU, to the extent that this monitored behaviour 'takes place in’ the EU (Art. 3(2)(b)). This
heading of jurisdiction appears to have been motivated primarily by the emergence of ser-
vices which monitor and analyse a variety of human behaviours including actions performed
by persons using web browsers, or physical movement patterns exhibited by persons on the
ground such as shopping behaviour.

Persons located outside the EU, who are nonetheless subject to the prescriptive jurisdiction
of GDPR because they offer goods or services to, or monitor the behaviour of, persons resi-
dent in the EU, are often required to appoint a representative in the EU (Art 27; Recital 80).

Interpreting the scope of GDPR'’s territorial jurisdictional can be difficult, especially given the
rapid emergence of new forms of online services. The European Data Protection Board is
expected to finalise formal guidance in due course [124].

3.2.3 Enforcement jurisdiction

While it is re