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Preface

We are pleased to share CyBOK Version 1.0 with you. The journey for CyBOK began on the
1st of February 2017, when we started our Scoping Phase (Phase I). This involved a range
of community consultations, both within the UK and internationally, through a number of dif-
ferent activities designed to gain input from as wide an audience as possible. The activities
included:

• 11 community workshops with 106 attendees across the UK;

• 44 responses through an online survey;

• 13 position statements;

• 10 in-depth interviews with key experts internationally across the socio-technical spec-
trum of cyber security; and

• 28 responses to a paper-based exercise as part of a panel at the Advances in Security
Education Workshop at the USENIX Security Symposium 2017 in Vancouver, Canada.

There was a balance of inputs from academia and practitioners across most of these con-
sultations.

We complemented the consultations with analysis of a number of documents that typically
list key topics relevant to cyber security. Example documents included:

• Categorisations, such as the ACM Computing Classification System (CCS) taxonomy;

• Certifications, such asCertified Information SystemsSecurity Professional (CISSP) and
the Institute of Information Security Professionals (IISP) Skills Framework;

• Calls for papers such as IEEE Symposium on Security & Privacy and USENIX Sympo-
sium on Usable Privacy and Security;
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• Existing curricula, such as the ACM computer science curriculum and the work of the
Joint Task Force on Cybersecurity Education;

• Standards, such as BS ISO-IEC 27032 2021 and NIST IR 7298; and

• Tables of contents of various textbooks.

We used a variety of text-mining techniques, such as natural language processing and au-
tomatic text clustering to group relevant topics and identify relationships between topics. A
two-day workshop of the editors and researchers involved in the scoping synthesised the
various analyses to identify the 19 Knowledge Areas (KAs) that form the scope of the CyBOK.
These were published for community feedback. Although none of the 19 KAs needed to be
removed or new ones added on the basis of the feedback, the topics to be covered under
each KA were refined. The KAs were also categorised into five top-level categories. Version
2.0 of the Scope document was published on the CyBOK website in October 2017 and forms
the basis of the KAs in CyBOK Version 1.0. The details of the scoping work are discussed in
the following article:

Awais Rashid, GeorgeDanezis, HowardChivers, Emil Lupu, AndrewMartin,Makayla Lewis,
Claudia Peersman (2018). Scoping the Cyber Security Body of Knowledge. IEEE Security& Privacy 16(3): 96-102.

In Phase II (which started on the 1st of November 2017), the authoring of the 19 KAs began.
For each KA, we drew up a list of internationally recognised experts on the topic as candidate
authors and panels of reviewers. These lists were scrutinised by the CyBOK project’s Profes-
sional Advisory Board and Academic Advisory Board. Following their input, and any updates,
we invited a leading international expert to author the KA and a set of key experts as mem-
bers of a peer-review panel to provide review and feedback on the KA, under themanagement
of one of the CyBOK editors.

Each author prepared a strawman proposal for initial review and feedback by the expert peer-
review panel. This was followed by a full draft (woodenman), which was reviewed by the
panel, generating feedback for the authors—and often multiple iterations of discussion and
updates. Once all feedback from the review panel had been addressed, the author prepared a
draft for public review (tinman)1. The public review for each KA remained open for 4weeks. All
comments received from the public review were considered and, where appropriate, updates
weremade to the KA. If a comment was not addressed, a clear rationale was recorded for the
reason. Following these updates, Version 1.0 of the KA was released on the CyBOK website.
These collectively form the CyBOK Version 1.0.

In addition to the authoring of the KAs, work was undertaken by the project team to identify
learning pathways through CyBOK. This involved analysis of a number of curricular frame-
works, professional certifications and academic degree programmes to study their coverage
and focus with regards to CyBOK. A first analysis of four curricular frameworks was provided
in the following paper:

1Due to the time constraints for Phase II, the panel and public reviews for Web &Mobile Security and Authen-
tication, Authorisation & Accountability were conducted in parallel.
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Joseph Hallett, Robert Larson, Awais Rashid (2018). Mirror, Mirror, On the Wall: What
are we Teaching Them All? Characterising the Focus of Cybersecurity Curricular Frame-
works. Proceedings of the Advances in Security Education Workshop, USENIX Security
Symposium.

Further analyses are available on the CyBOK website along with knowledge trees derived
from each KA for ease of mapping any curricular framework, degree programme or profes-
sional certification onto the CyBOK. The website also contains a wealth of other material
such as webinars and podcasts—resources that complement the text and reference mate-
rial covered within the KAs.

Several key principles have underpinned the development of CyBOK:

International focus. Though the project is funded by theNational Cyber Security Programme
in the UK, it is a truly international effort—engaging expert authors and reviewers around
the world to develop a collective foundation for the discipline of cyber security.

For the community, by the community. The editors have led the effort but the scope, the
KAs, the reviews and updates are all driven by community inputs.

Transparency. All outputs from the project work aremade available on thewebsite, including
the scope, the guide to authors, draft and release versions of KAs and the analyses of
curricular frameworks, university programmes and professional certifications. The only
exceptions to this are the individual comments from the scoping work, expert panels
or public review which, due to ethics requirements, cannot be made public. The same
holds for the universities that voluntarily contributed their programmes for analysis on
the assurance that the programme or university would not be made public.

Free and openly accessible. CyBOK is a community resource, freely available under theOpen
Government License. A key, over-arching guiding principle for CyBOK Version 1.0 and
any future versions of CyBOK is that it remains an open and freely available resource
for the community, e.g., it will not be placed behind a pay wall or a login page.

Academic independence. The editorial team has had full academic independence and all
editorial decisions have solely rested with the editors.

Phase II of CyBOK concludedwith CyBOKVersion 1.0 on the 31st of October 2019. The project
has entered into Phase III, under the guidance of a Steering Committee of academics and
practitioners. An important focus in Phase III will be supporting universities across the UK
in mapping their cyber security degree programmes onto the updated degree certification
programme from the National Cyber Security Centre (NCSC), which will be based on CyBOK
Version 1.0. This will provide a large-scale analysis of CyBOK’s usage, both within a certifica-
tion framework and within a variety of university-level programmes. We will also endeavour
to support colleagues across the world in utilising CyBOKwithin their programmes, with guid-
ance from the team as well as tools to support them in the task. The steering committee will
also keep CyBOK Version 1.0 under review to identify where updates may be required and
follow a rigorous process, similar to Phase II, for such updates.

Beyond that, CyBOK offers a range of opportunities in transforming education and training
programmes. It can provide a rigorous knowledgebase to study, strengthen and update the
focus of various professional certification programmes. Opportunities also exist in terms of
providing a basis of job descriptions so that employers can clearly articulate and evaluate the
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knowledge they expect from potential cyber security recruits. Furthermore, given its compre-
hensive nature, it can be used to benchmark cyber security capacity within an organisation
or even across a nation. In many ways, the journey has just begun. And we look forward to
working with colleagues around the world on future updates and usage.
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Cyber security is becoming an important element in curricula at all education levels. However,
the foundational knowledge on which the field of cyber security is being developed is frag-
mented, and as a result, it can be difficult for both students and educators to map coherent
paths of progression through the subject. By comparison, mature scientific disciplines like
mathematics, physics, chemistry, and biology have established foundational knowledge and
clear learning pathways. Within software engineering, the IEEE Software Engineering Body
of Knowledge [3] codifies key foundational knowledge on which a range of educational pro-
grammes may be built. There are a number of previous and current efforts on establishing
skills frameworks, key topic areas, and curricular guidelines for cyber security. However, a
consensus has not been reached on what the diverse community of researchers, educators,
and practitioners sees as established foundational knowledge in cyber security.

The Cyber Security Body of Knowledge (CyBOK) aims to codify the foundational and generally
recognised knowledge on cyber security. In the same fashion as SWEBOK, CyBOK is meant
to be a guide to the body of knowledge; the knowledge that it codifies already exists in lit-
erature such as textbooks, academic research articles, technical reports, white papers, and
standards. Our focus is, therefore, on mapping established knowledge and not fully replicat-
ing everything that has ever been written on the subject. Educational programmes ranging
from secondary and undergraduate education to postgraduate and continuing professional
development programmes can then be developed on the basis of CyBOK.

This introduction sets out to place the 19 Knowledge Areas (KAs) of the CyBOK into a co-
herent overall framework. Each KA assumes a baseline agreement on the overall vocabulary,
goals, and approaches to cyber security, and here we provide that common material which
underpins the whole body of knowledege. We begin with an overview of cyber security as
a topic, and some basic definitions, before introducing the knowledge areas. The KAs and
their groupings into categories are, of course, not orthogonal and there are a number of de-
pendencies across the KAs which are cross-referenced and also separately captured visually
on the CyBOKweb site (https://www.cybok.org).We then discuss how the knowledge in the KAs
can be deployed to understand the means and objectives of cyber security, mitigate against
failures and incidents, and manage risks.

Although we have necessarily divided the CyBOK into a number of discrete Knowledge Areas
(KAs), it is clear that there aremany inter-relationships among them. Those with professional
responsibility for one area must typically have at least a moderate grasp of the adjacent top-
ics; someone responsible for architecting a secure systemmust understandmany. There are
a number of unifying principles and crosscutting themes — security economics; verificationand formal methods; and security architecture and lifecycle — that underpin the development
of systems that satisfy particular security properties. We conclude the introduction by dis-
cussing such principles and themes.

1.1 CYBER SECURITY DEFINITION
The CyBOK Knowledge Areas assume a common vocabulary and core understanding of a
number of topics central to the field. Whilst this Body of Knowledge is descriptive of existing
knowledge (rather than seeking to innovate, or constrain), it is evident that use of widely-
shared terminology in an established concept map is crucial to the development of the disci-
pline as a whole. Since our main aim is to provide a guide to the Body of Knowledge, we will
provide references to other definitions, rather than introducing our own.

Cyber security has become an encompassing term, as our working definition illustrates:
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Definition: Cyber security refers to the protection of information systems (hardware,
software and associated infrastructure), the data on them, and the services they provide,
from unauthorised access, harm or misuse. This includes harm caused intentionally
by the operator of the system, or accidentally, as a result of failing to follow security
procedures.

UK National Cyber Security Strategy [4]
This is a succinct definition but expresses the breadth of coverage within the topic. Many
other definitions are in use, and a document from ENISA [5] surveys a number of these.

The consideration of humanbehaviours is a crucial element of such a definition—but arguably
still missing is a mention of the impact on them from loss of information or reduced safety,
or of how security and privacy breaches impact trust in connected systems and infrastruc-
tures.Moreover, securitymust be balancedwith other risks and requirements—froma human
factors perspective there is a need not to disrupt the primary task.

A large contributor to the notion of cyber security is Information Security, widely regarded as
comprised of three main elements:

Definition: Information security. Preservation of confidentiality, integrity and availability
of information.

In addition, other properties, such as authenticity, accountability, non-repudiation, and
reliability can also be involved.

ISO 27000 definition [6]
For definitions of the subsidiary terms, the reader is referred to the ISO 27000 definitions [6].

Through the developing digital age other ‘securities’ have had prominence, including Com-puter Security and Network Security; related notions include Information Assurance, and Sys-tems Security — perhaps within the context of Systems Engineering or Security Engineering.
These terms are easily confused, and it seems that often one term is used when another is
meant.

Many of those terms were subject to the criticism that they place an over-reliance on techni-
cal controls, and focus almost exclusively on information. Stretching them to relate to cyber-
physical systemsmay be taking them too far: indeed, our working definition above privileges
the notion of information (whilst alsomentioning services) — whereas in the case of network-
connected actuators, the pressing challenge is to prevent unwanted physical actions.
Moreover, in some accounts of the topic, cyberspace is best understood as a ‘place’ in which
business is conducted, human communications take place, art is made and enjoyed, relation-
ships are formed and developed, and so on. In this place, cyber crime, cyber terrorism, and
cyber war may occur, having both ‘real’ and ‘virtual’ impacts. Taken as a whole, the CyBOK
delineates a large range of topics which appear to bewithin the broad scope of cyber security,
even if a succinct reduction of those into a short definition remains elusive. The full scope of
CyBOK may serve as an extended definition of the topic—as summarised next.
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Figure 1.1: The 19 Knowledge Areas (KAs) in the CyBOK Scope

1.2 CYBOK KNOWLEDGE AREAS
The CyBOK is divided into nineteen top-level Knowledge Areas (KAs), grouped into five broad
categories, as shown in Figure 1.1. Clearly, other possible categorisations of these KAs may
be equally valid, and ultimately some of the structure is relatively arbitrary. The CyBOK Pref-
ace describes the process by which these KAs were identified and chosen.

Our categories are not entirely orthogonal. These are intended to capture knowledge relating
to cyber security per se: in order to make sense of some of that knowledge, auxiliary and
background knowledge is needed — whether in the design of hardware and software, or in
diverse other fields, such as law.
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Human, Organisational, and Regulatory Aspects
Risk Management &
Governance

Security management systems and organisational security controls, including standards,
best practices, and approaches to risk assessment and mitigation.

Law & Regulation International and national statutory and regulatory requirements, compliance obligations, and
security ethics, including data protection and developing doctrines on cyber warfare.

Human Factors Usable security, social & behavioural factors impacting security, security culture and
awareness as well as the impact of security controls on user behaviours.

Privacy & Online Rights

Techniques for protecting personal information, including communications, applications, and
inferences from databases and data processing. It also includes other systems supporting
online rights touching on censorship and circumvention, covertness, electronic elections, and
privacy in payment and identity systems.

Attacks and Defences
Malware & Attack
Technologies

Technical details of exploits and distributed malicious systems, together with associated
discovery and analysis approaches.

Adversarial Behaviours The motivations, behaviours, & methods used by attackers, including malware supply chains,
attack vectors, and money transfers.

Security Operations &
Incident Management

The configuration, operation and maintenance of secure systems including the detection of
and response to security incidents and the collection and use of threat intelligence.

Forensics The collection, analysis, & reporting of digital evidence in support of incidents or criminal
events.

Systems Security

Cryptography Core primitives of cryptography as presently practised & emerging algorithms, techniques for
analysis of these, and the protocols that use them.

Operating Systems &
Virtualisation Security

Operating systems protection mechanisms, implementing secure abstraction of hardware,
and sharing of resources, including isolation in multiuser systems, secure virtualisation, and
security in database systems.

Distributed Systems
Security

Security mechanisms relating to larger-scale coordinated distributed systems, including
aspects of secure consensus, time, event systems, peer-to-peer systems, clouds, multitenant
data centres, & distributed ledgers.

Authentication,
Authorisation, &
Accountability

All aspects of identity management and authentication technologies, and architectures and
tools to support authorisation and accountability in both isolated and distributed systems.

Software and Platform Security

Software Security
Known categories of programming errors resulting in security bugs, & techniques for avoiding
these errors—both through coding practice and improved language design—and tools,
techniques, and methods for detection of such errors in existing systems.

Web & Mobile Security Issues related to web applications and services distributed across devices and frameworks,
including the diverse programming paradigms and protection models.

Secure Software
Lifecycle

The application of security software engineering techniques in the whole systems
development lifecycle resulting in software that is secure by default.

Infrastructure Security

Network Security
Security aspects of networking & telecommunication protocols, including the security of
routing, network security elements, and specific cryptographic protocols used for network
security.

Hardware Security Security in the design, implementation, & deployment of general-purpose and specialist
hardware, including trusted computing technologies and sources of randomness.

Cyber-Physical Systems
Security

Security challenges in cyber-physical systems, such as the Internet of Things & industrial
control systems, attacker models, safe-secure designs, and security of large-scale
infrastructures.

Physical Layer &
Telecommunications
Security

Security concerns and limitations of the physical layer including aspects of radio frequency
encodings and transmission techniques, unintended radiation, and interference.

Figure 1.2: Short descriptions of CyBOK Knowledge Areas
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1.3 DEPLOYING CYBOK KNOWLEDGE TO ADDRESS
SECURITY ISSUES

1.3.1 Means and objectives of cyber security
Implicit in the definitions above is that cyber security entails protection against an adversary
or, possibly, against some other physical or random process. The latter implies some over-
lap between the notions of safety and security, although it is arguably possible to have either
without the other. Within the security domain, if our modelling accounts for malice, it will nec-
essarily encompass accidents and random processes. Therefore, core to any consideration
of security is the modelling of these adversaries: their motives for attack, the threats they
pose and the capabilities they may utilise.

In considering those threats, cyber security is often expressed in terms of instituting a num-
ber of controls affecting people, process, and technology. Some of these will focus on theprevention of bad outcomes, whereas others are better approached through detection andreaction. Selection of those controls is generally approached through a process of Risk Man-
agement (see below, and the Risk Management & Governance Knowledge Area (Chapter 2))
— although increasing emphasis is placed on Human Factors (see the Human Factors Knowl-
edge Area (Chapter 4)), noting the need to leverage humans as a lynchpin for improving cyber
security cultures, as well as supporting them to protect their privacy online (see the Privacy
& Online Rights Knowledge Area (Chapter 5)).

Equally, security requires an analysis of vulnerabilitieswithin the system under consideration:
a (hypothetical) system without vulnerabilities would be impervious to all threats; a highly
vulnerable system placed in totally benign circumstances (no threats) would have no security
incidents, either.

The intended use of security controls gives rise to its own questions about whether they are
deployed appropriately, and whether they are effective: these belong to the domain of secu-rity assurance, which has processes and controls of its own. These will involve residual risk
analysis (see below, and the Risk Management & Governance Knowledge Area (Chapter 2))
which includes an attempt to measure and quantify the presence of vulnerabilities.

1.3.2 Failures and Incidents
Whenadversaries achieve their goal (wholly or partially)—when attacks succeed— the collec-
tion of security controls may be said to have failed. Alternatively, wemay say that insufficient
or ineffective controls were in place. Operationally speaking, one or more failures may give
rise to a security incident. Typically such incidents may be described in terms of the harm to
which they give rise: according to our definition of cyber security, these typically amount to
harm from theft or damage of information, devices, services, or networks. The cyber-physical
domain (see the Cyber-Physical Systems Security Knowledge Area (Chapter 19)) gives rise
to many additional potential harms—harms to humansmay come from either information, or
from unintended physical action, or from both.

A significant sub-discipline of operational security considers detection of security failures,
and reactions to them (remediation where possible). The Security Operations & IncidentMan-
agement Knowledge Area (Chapter 8) addresses the context; the Malware & Attack Technol-
ogy Knowledge Area (Chapter 6) deals with analysis of attack vectors while the Forensics

KA Introduction | October 2019 Page 6

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

Knowledge Area (Chapter 9) considers the technical details and processes for post-attack
analysis in a robust and reliable manner.

A recurrent theme in security analysis is that it is not sufficient to define good security con-
trols solely within a particular abstraction or frame of reference: it is necessary also to con-
sider what may happen if an adversary chooses to ignore that abstraction or frame.

This arises, for example, in communication side channels, where an adversarymay infermuch
from capturing radio frequency emissions from a cable, say, without needing to tap that ca-
ble physically. Similar eavesdropping effects have been observed against cryptography im-
plemented on smartcards: simple analysis of the power consumption of the processor as it
addresses each bit in turn can be sufficient to disclose the cryptographic key (see Cryptog-
raphy, Hardware Security and Software Security Knowledge Areas).

These problemsoccur at every level in the systemdesign. In software, theSQL injection attack
arises (see Software Security andWeb &Mobile Security Knowledge Areas) because a string
of characters intended to be interpreted as a database entry is forced to become a database
command. Files holding secrets written by one application may give up those secrets when
read by another, or by a general-purpose debugger or dump program.

Mathematical theories of refinement (and software development contracts) explore the re-
lationship of an ‘abstract’ expression of an algorithm and a more ‘concrete’ version which
is implemented: but security properties proven of the one may not be true of the other (for
example, reducing uncertainty can increase information content and lead to the leak of infor-
mation such as a cryptographic key), so great care must be taken in the construction of the
theories. ‘Black-box testing’ relies on the same notion and, since it cannot possibly test every
input, may easily miss the particular combination of circumstances which — by accident or
design — destroys the security of the program.

Operational security of a systemmay be predicated upon the operators following a particular
procedure or avoiding particular dangerous circumstances: there is an assumption that if
people are told in a professional context (not) to do something, then they will (not) do it. This
is demonstrably false (see the Human Factors Knowledge Area (Chapter 4)).

These — and an endless array of other — security problems arise because it is necessary to
think (and design systems) using abstractions. Not only can no individual comprehend every
detail of the operation of a networked computing system (from the device physics upwards),
even if they had the requisite knowledge they must work in abstractions in order to make
progress and avoid being overwhelmed with detail. But, for the majority of security controls,
the abstraction is no more than a thinking tool: and so the adversary is able to disregard it
entirely.

Since abstractions are usually built in layers (and computing systems are usually explicitly
designed in that way), this is sometimes known as the ‘layer below’ problem [7] because
the adversary often attacks the layer below the one in which the abstraction defining the
control sits (see, for example, the threats and attacks discussed in the Operating Systems
& Virtualisation Knowledge Area (Chapter 11) and the Hardware Security Knowledge Area
(Chapter 18)).
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1.3.3 Risk
There is no limit in principle to the amount of effort or money that might be expended on
security controls. In order to balance these with the available resources and the harms and
opportunities that might arise from emerging threats to security, a common over-arching ap-
proach to security analysis is a process of Risk Assessment — and selection of controls, a
process of Risk Management. These are explored in depth in the Risk Management & Gover-
nance Knowledge Area (Chapter 2).

As with any process of risk management, a key calculation relates to expected impact, be-
ing calculated from some estimate of likelihood of events that may lead to impact, and an
estimate of the impact arising from those events. The likelihood has two elements: the pres-
ence of vulnerabilities (known or unknown—the latter not always being capable of being miti-
gated), and the nature of the threat. The management response to the risk assessment may
take many forms, including additional controls to reduce the impact or likelihood of a threat,
accepting the risk, or transferring/sharing it with a third party (e.g., insurance), or in some
cases deciding not to proceed because all of these outcomes are unacceptable.

Security management encompasses all the management and security actions necessary
to maintain the security of a system during its lifetime. Important in this context, but out-
side of the scope of the CyBOK, are quality management practices. Such practices are long-
established in industry, essentially requiring that all work follows documented processes, and
that the processes providemetrics which are, in turn, reviewed and used to correct processes
that are not fit for purpose (‘nonconformities’).

The analogy between quality management and security is not perfect because the threat
environment is not static; however, the trend is for security management standards such
as ISO/IEC 27001 to embody standard quality management processes which are then spe-
cialised for security. The primary specialisation is the periodic use of risk management (see
the Risk Management & Governance Knowledge Area (Chapter 2)), which must also take ac-
count of the changing threat environment. It is necessary to supplement periodic risk man-
agement with continuousmeasures of the effectiveness of the security processes. For exam-
ple, system patching and maintenance can be continuously reviewed via vulnerability scan-
ning, logs relating to failed access attempts, user lock-outs or password resets can provide
indicators of the usability of security features.

The functionswithin a securitymanagement system can be grouped into Physical, Personnel,
Information Systems and Incident Management and are a mixture of standard IT system
management functions and those that are specific to cyber security.

Physical security includes physical protection of the system, including access control, as-
set management and the handling and protection of data storage media. These aspects are
outside the scope of the CyBOK.

Personnel security is concernedwith awide range of security usability and behaviour shaping,
including education and training (see theHumanFactors KnowledgeArea (Chapter 4)). It also
includes formal human-resourcemanagement elements such as the selection and vetting of
staff, terms and conditions of acceptable usage for IT systems (see the Law & Regulation
Knowledge Area (Chapter 3)) and disciplinary sanctions for security breaches.

Information systemmanagement includes access management (see the Authentication, Au-
thorisation & Accountability (AAA) Knowledge Area (Chapter 13)) and system logging (see
the Security Operations & IncidentManagement KnowledgeArea (Chapter 8)). The audit func-

KA Introduction | October 2019 Page 8

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

tion is divided into security monitoring (see the Security Operations & Incident Management
Knowledge Area (Chapter 8)) and other IT functions, such as volumetric review for system
provisioning. Management of the information system also involves standard IT functions
such as backup and recovery, and the management of supplier relationships.

Incident management functions (see the Security Operations & Incident Management Knowl-
edge Area (Chapter 8)) are specific to cyber security and include securitymonitoring, incident
detection and response.

1.4 PRINCIPLES
Sound thinking and good practice in security has been codified by a number of authors. The
principles they describe touchmany different KAs, and taken together help to develop a holis-
tic approach to the design, development, and deployment of secure systems.

1.4.1 Saltzer and Schroeder Principles
The earliest collected design principles for engineering security controls were enumerated by
Saltzer and Schroeder in 1975 [8]. These were proposed in the context of engineering secure
multi-user operating systems supporting confidentiality properties for use in government and
military organisations. This motivation does bias them in some ways, however they have
also stood the test of time in being applicable to the design of security controls much more
broadly.

The eight principles they enumerate are as follows:

• Economy of mechanism. The design of security controls should remain as simple as
possible, to ensure high assurance. Simpler designs are easier to reason about formally
or informally, to argue correctness. Further, simpler designs have simpler implementa-
tions that are easier to manually audit or verify for high assurance. This principle under-
lies the notion of Trusted Computing Base (TCB)— namely the collection of all software
and hardware components on which a security mechanism or policy relies. It implies
that the TCB of a system should remain small to ensure that it maintain the security
properties expected.

• Fail-safe defaults. Security controls need to define and enable operations that can posi-
tively be identified as being in accordance with a security policy, and reject all others. In
particular, Saltzer and Schroeder warn against mechanisms that determine access by
attempting to identify and rejectmalicious behaviour.Malicious behaviour, as it is under
the control of the adversary and will therefore adapt, is difficult to enumerate and iden-
tify exhaustively. As a result basing controls on exclusion of detected violation, rather
than inclusion of known good behaviour, is error prone. It is notable that some modern
security controls violate this principle including signature based anti-virus software and
intrusion detection.

• Complete mediation. All operations on all objects in a system should be checked to
ensure that they are in accordance with the security policy. Such checks would usually
involve ensuring that the subject that initiated the operation is authorised to perform it,
presuming a robust mechanism for authentication. However, modern security controls
may not base checks on the identity of such a subject but other considerations, such
as holding a ‘capability’.
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• Open design. The security of the control must not rely on the secrecy of how it operates,
but only on well specified secrets or passwords. This principle underpins cyber security
as a field of open study: it allows scholars, engineers, auditors, and regulators to exam-
ine how security controls operate to ensure their correctness, or identify flaws, without
undermining their security. The opposite approach, often called ‘security by obscurity’,
is fragile as it restricts who may audit a security control, and is ineffective against in-
sider threats or controls that can be reverse engineered.

• Separation of privilege. Security controls that rely on multiple subjects to authorise an
operation, provide higher assurance than those relying on a single subject. This princi-
ple is embodied in traditional banking systems, and carries forward to cyber security
controls. However, while it is usually the case that increasing the number of authorities
involved in authorising an operation increases assurance around integrity properties, it
usually also decreases assurance around availability properties. The principle also has
limits, relating to over diluting responsibility leading to a ‘tragedy of the security com-
mons’ in which no authority has incentives to invest in security assuming the others
will.

• Least privilege. Subjects and the operations they perform in a system should be per-
formed using the fewest possible privileges. For example, if an operation needs to only
read some information, it should not also be granted the privileges to write or delete
this information. Granting the minimum set of privileges ensures that, if the subject is
corrupt or software incorrect, the damage they may do to the security properties of the
system is diminished. Defining security architectures heavily relies on this principle, and
consists of separating large systems into components, each with the least privileges
possible — to ensure that partial compromises cannot affect, or have a minimal effect
on, the overall security properties of a whole system.

• Least common mechanism. It is preferable to minimise sharing of resources and sys-
tem mechanisms between different parties. This principle is heavily influenced by the
context of engineering secure multi-user systems. In such systems common mecha-
nisms (such as shared memory, disk, CPU, etc.) are vectors for potential leaks of confi-
dential information fromone user to the other, aswell as potential interference fromone
user into the operations of another. Its extreme realisation sees systems that must not
interfere with each other being ‘air-gapped’. Yet, the principle has limits when it comes
to using shared infrastructures (such as the Internet), or shared computing resources
(such as multi-user operating systems, that naturally share CPUs and other resources).

• Psychological acceptability.The security control should be naturally usable so that users
‘routinely and automatically’ apply the protection. Saltzer and Schroeder, specifically
state that ‘to the extent that the user’s mental image of his protection goals matches
the mechanisms he must use, mistakes will be minimised’. This principle is the basis
for the Human Factors Knowledge Area (Chapter 4).

Saltzer and Schroeder also provide two further principles, but warn that those are only imper-
fectly applicable to cyber security controls:

• Work factor. Good security controls require more resources to circumvent than those
available to the adversary. In some cases, such as the cost of brute forcing a key, the
work factor may be computed and designers can be assured that adversaries cannot
be sufficiently endowed to try them all. For other controls, however, this work factor is
harder to compute accurately. For example, it is hard to estimate the cost of a corrupt
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insider, or the cost of finding a bug in software.

• Compromise recording. It is sometimes suggested that reliable records or logs, that
allow detection of a compromise, may be used instead of controls that prevent a com-
promise. Most systems do log security events, and security operations heavily rely on
such reliable logs to detect intrusions. The relative merits — and costs — of the two
approaches are highly context-dependent.

Those principles in turn draw on much older precedents such as Kerckhoff’s principles re-
lating to cryptographic systems [9]. Kerchoff highlights that cryptographic systems must be
practically secure, without requiring the secrecy of how they operate (open design). He also
highlights that keys should be short andmemorable, the equipment must be easy to use, and
applicable to telecommunications — all of which relate to the psychological acceptability of
the designs.

1.4.2 NIST Principles
More contemporary principles in systems design are enumerated by NIST[10, Appendix F].
They incorporate and extend the principles from Saltzer and Schroeder. They are categorised
into three broad families relating to: ‘Security Architecture and Design’ (i.e., organisation,
structure and interfaces); ‘Security Capability and Intrinsic Behaviours’ (i.e., what the protec-
tions are about); and ‘Life Cycle Security’ (i.e., those related to process and management).
As such those principles specifically refer to security architecture, specific controls, as well
as engineering process management.

A number of theNIST principlesmap directly to those by Saltzer and Schroeder, such as Least
Common Mechanism, Efficiently Mediated Access, Minimised Sharing, Minimised Security
Elements, Reduced Complexity, Least Privilege, Secure Defaults and Predicate Permission,
and Acceptable Security.

Notably, new principles deal with the increased complexity of modern computing systems
and emphasise clean modular design, i.e. with Clear Abstraction, Modularity and Layering,
Partially Ordered Dependencies, Secure Evolvability. Other principles recognise that not all
components in a secure system may operate at the same level of assurance, and call for
those to benefit from aHierarchical Trust structure, in which the security failure of some com-
ponents does not endanger all properties in the system. The principle of InverseModification
Threshold states that those components that are the most critical to security, should also be
the most protected against unauthorised modification or tampering. Hierarchical protection
states that least critical security components need not be protected from more critical ones.

The NIST framework also recognises that modern systems are interconnected, and provides
principles of how to secure them. These should be networked using Trusted Communication
Channels. They should enjoy Secure Distributed Composition, meaning that if two systems
that enforce the same policy are composed, their composition should also at least enforce
the same policy. Finally, the principle of Self-Reliant Trustworthiness states that a secure
system should remain secure even if disconnected from other remote components.

The NIST principles expand on what types of security mechanisms are acceptable for real-
world systems. In particular the principles of Economic Security, Performance Security, Hu-
man Factored Security, and Acceptable Security state that security controls should not be
overly expensive, overly degrade performance, or be unusable or otherwise unacceptable to
users. This is a recognition that security controls support functional properties of systems
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and are not a goal in themselves.

Besides principles, NIST also outlines three key security architecture strategies. The Refer-
ence Monitor Concept is an abstract control that is sufficient to enforce the security proper-
ties of a system. Defence in Depth describes a security architecture composed on multiple
overlapping controls. Isolation is a strategy by which different components are physically or
logically separated to minimise interference or information leakage.

Both NIST, as well as Saltzer and Schroeder, highlight that principles provide guidance only,
and need to be applied with skill to specific problems at hand to design secure architectures
and controls. Deviation from a principle does not automatically lead to any problems, but
such deviations need to be identified to ensure that any issues that may arise have been
mitigated appropriately.

1.4.3 Latent Design Conditions
As more and more cyber-physical systems are connected to other systems and the Internet,
the inherent complexity emerging from such large-scale connectivity and the safety critical
nature of some of the cyber-physical systems means other principles also become highly
relevant. One such principle is that of Latent Design Conditions from research in the safety-
critical systems domain by James Reason [11]. In the context of cyber security, latent design
conditions arise from past decisions about a system (or systems). They often remain hidden
(or unconsidered) and only come to the fore when certain events or settings align — in the
case of cyber-physical systems security vulnerabilities being exposed as they become con-
nected to other systems or the Internet. Reason refers to this as the Swiss Cheese model
where different holes in the slices align. These issues are discussed further in the Human
Factors Knowledge Area (Chapter 4). The key point to note is that we can no longer just con-
sider information loss as a potential consequence of cyber security breaches — but must
also consider safety implications. Furthermore, security by design is not always a possibil-
ity and, as legacy systems become connected to other networked environments, one must
consider the latent (insecure) design conditions that may bemanifested and how tomitigate
their impact.

1.4.4 The Precautionary Principle
As the participatory data economy leads to a range of innovative products and services, there
are also growing concerns about privacy and potential misuse of data as has been high-
lighted by recent cases of interference in democratic processes. As such the PrecautionaryPrinciple — reflecting on the potential harmful effect of design choices before technological
innovations are put into large-scale deployment — also becomes relevant. Designers must
consider the security and privacy implications of their choices from conception, through to
modelling, implementation,maintenance, evolution and also decommissioning of large-scale
connected systems and infrastructures on which society increasingly relies. Function creep
as the system evolves over its lifetime and its impact on the society-at-large must also be
considered [12].
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1.5 CROSSCUTTING THEMES
A number of topics and themes recur across various KAs — implicitly or explicitly — and
provide a context or unification of ideas across those KAs which cuts across the structure
chosen for the CyBOK. In a different decomposition of the CyBOK they might have been KAs
in their own right. These are an important part of the body of knowledge, and sowe document
here the most substantial of them.

1.5.1 Security Economics
Economics of information security is a synthesis between computer and social science. It
combines microeconomic theory, and to a lesser extent game theory, with information se-
curity to gain an in-depth understanding of the trade-offs and misaligned incentives in the
design and deployment of technical computer security policies andmechanisms [13, 14]. For
example, Van Eeten and Bauer studied the incentives of legitimate market players — such
as Internet Service Providers (ISPs) and software vendors — when confronted with malware1

and how the actions driven by such incentives lead to optimal or sub-optimal security for
the wider interconnected system. Attacker economics is gaining importance as well (for ex-
ample, [15, 16, 17]). Attacker economics exposes cost-benefit analyses of attackers to ex-
ploit vulnerabilities in the security of the victim target, to subsequently formulate protective
countermeasures for law-abiding entities [18]. Lastly, there is the economics of deviant secu-
rity [19]. This subdiscipline of attacker economics focuses on understanding how cyber crim-
inals apply, i.e., practice, security to defend their systems and operations against disruption
from law enforcement (e.g., resilience mechanisms built into botnets [20] or anti-forensics
techniques [21]).

Security economics is, therefore, of high relevance across the various attacks and counter-
measures discussed within the different KAs within CyBOK. It also plays a key role in under-
standing the cost of security to legitimate users of the system and to the cybercriminals —
the strength of such a socio-technical approach is its acknowledgement that security is very
much a human problem, and the cost versus benefits trade-offs are key to increasing our un-
derstanding of the decisions of defenders and attackers to respectively secure their systems
or optimise attacks [13].

1.5.2 Verification and Formal Methods
Human frailty means that flaws frequently arise in system design or coding, and these often
give rise to security vulnerabilities. The Software Engineering discipline has expended much
effort in attempting tominimise the introduction of such faults, and to aid their early detection
when they arise.

At its most basic, verification and validation of software systems entails testing — for consis-
tency, uniform/predicted behaviour, and conformance to specifications. By its nature, such
testing can never be complete or exhaustive on any realistic system, and it will necessarily be
poor at finding deliberate flaws or systemic design failures. Approaches to verification and
modelling seek to reason about designs and implementations in order to prove mathemati-
cally that they have the required security properties.

Formal methods are approaches to modelling and verification based on the use of formal
1http://www.oecd.org/internet/ieconomy/40722462.pdf
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languages, logic and mathematics to express system and software specifications, and to
model designs of protocols and systems. For security modelling and verification the adver-
sary model is also incorporated into the reasoning, so that designs can be verified with re-
spect to their security requirements in the context of particular classes of threat. Rigorous
proofs establish that no attack of a particular class is possible, establishing security of the
design against particular kinds of adversary. There are two principal approaches to formal
modelling: computational, and symbolic.

The computational modelling approach [22] is close to the real system: it is a formal method-
ology at a more fundamental mathematical level, where messages are bitstrings, crypto-
graphic functions are defined as functions on bitstrings, system participants are generally
interactive Turingmachines, and security parameters give asymptoticmetrics to thismethod-
ology: the length of keys, complexity of algorithms, or measure of probabilities, vary with the
security parameter. The adversary is considered to be a probabilistic polynomial time Turing
machine. Precise definitions of cryptographic functions can be captured and analysed within
the model. Security requirements are expressed as properties on the model including the ad-
versary, and a security property is generally considered to hold if the probability that it does
not hold is negligible in the security parameter.

Formal modelling has been used within the field of security for some decades, across many
of the KAs classified in CyBOK under Systems Security, Infrastructure Security, and Software
& Platform Security. For example, in the area of access control, the Bell-LaPadula model [23]
provides an abstract model of the rules determining whether a subject with a certain security
clearance should have a particular kind of access to an object with a given security classi-
fication. The aim of this model is to prevent data declassification; later work generalized
this to methods for preventing certain information flows. Other access control models have
been proposed to achieve other properties, such as integrity (e.g., the Biba model [24], or the
Clark-Wilson model [25]). Formal methods enable key security properties to be expressed
and proven in the formal model. Non-interference properties have been formalised [26] in
terms of executions using transition systems, and system descriptions with transition sys-
tem semantics can be evaluated against such properties.

The symbolic modelling approach is more abstract than the computational approach, and
has been applied in a variety of flavours to the modelling and analysis of security protocols —
sequences of interactions between agents to achieve a security goal such as authentication
or key-exchange. Logic-based approaches such as the BAN logic [27] provide a language for
expressing requirements such as confidentiality and authentication, facts around the sending
and receiving of protocol messages, and inference rules to enable reasoning about correct-
ness. Language-based approaches such as Applied Pi (e.g., [28, 29, 30]) provide languages
to describe protocols explicitly, and construct a model of all possible executions including
adversarial steps, in order to reason about the guarantees that the protocol can provide. Secu-
rity properties are expressed in terms of what must be true for every execution in the model,
e.g., if Bob believes at the end of a protocol run that he shares a session key with Alice, then
the adversary is not also in possession of that session key.

Although the foundations of formal approaches aremature, the challenge has been inmaking
them practical. The application of formal approaches requires the careful management of
intricate detail, which in practice requires tool support to enable mechanised verification and
to check proofs. Tool support for the symbolic approach comes either from general purpose
formal methods tools applied to security problems such as Isabelle/HOL [31], or FDR [32], or
from tools tailored specifically to security such as Tamarin [33] or ProVerif [34]. These tools
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typically take either a theorem-proving approach or else a model-checking approach where
the state space is explored exhaustively.

Verification using the computational modelling approaches have beenmoremathematical in
nature, though tools such as CryptoVerif [35] and EasyCrypt [36] have now been developed to
support computational proofs. The symbolic and computational approachesmay be used to-
gether: an attack in a symbolic model will typically give rise to an attack in the computational
model, so it is valuable to carry out a symbolic analysis of a system first in order to check for
and design out any identified attacks. Once a symbolicmodel is verified, then someadditional
work is needed to establish security in the computational model. This can either be carried
out directly, or through the application of general techniques such as computational sound-
ness [37] which give conditions for symbolic results to apply to the computational model.

These tools are now becoming strong enough to verify deployed protocols such as TLS1.3,
which has been verified using a combination of both approaches [38], but they still require
expert guidance. Further development of the tool support is an active research area.

1.5.3 Security Architecture and Lifecycle
The word ‘architecture’ is used at all levels of detail within a system; here we are concerned
with the high-level design of a system from a security perspective, in particular how the pri-
mary security controls aremotivated and positioned within the system. This, in turn, is bound
up with an understanding of the systems lifecycle, from conception to decommissioning.
Within this, the secure software lifecycle is crucial (the subject of the Secure Software Life-
cycle Knowledge Area).

The fundamental design decision is how a system is compartmentalised — how users, data,
and services are organised to ensure that the highest risk potential interactions are protected
by the simplest andmost self-contained securitymechanisms (see Section 1.4). For example,
a network may be divided into front-office/back-office compartments by a network router or
firewall that permits no inward connections from the front to the back. Such a mechanism is
simpler and more robust than one that uses access controls to separate the two functions
in a shared network.

The first step is to review the proposed use of the system. The business processes to be
supported should identify the interactions between the users, data or services in the system.
Potential high risk interactions between users (see the Adversarial Behaviours Knowledge
Area (Chapter 7) and data should then be identified with an outline risk assessment (see the
Risk Management & Governance Knowledge Area (Chapter 2)) which will also need to take
account of external requirements such as compliance (see the Law & Regulation Knowledge
Area (Chapter 3)) and contractual obligations. If users with a legitimate need to access spe-
cific data items also pose a high risk to those items, or if any user has unconstrained authority
to effect an undesired security outcome, the business process itself must be revised. Often
such cases require a ‘two person’ rule, for example, counter-authorisation for payments.

The next step is to group users and data into broad categories using role-access require-
ments, together with formal data classification and user clearance. Such categories are po-
tential system compartments, for example, Internet users and public data, or engineers and
design data. Compartments should ensure that the highest risk user-data interactions cross
compartment boundaries, and that common user-data interactions do not. Such compart-
ments are usually enforced with network partitioning controls (see the Network Security
Knowledge Area (Chapter 17)). Detailed design is then required within compartments, with
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the first steps being to focus on concrete user roles, data design and access controls (see
the Authentication, Authorisation & Accountability (AAA) Knowledge Area (Chapter 13)), with
more detailed risk assessments being conducted as the design matures.

Systems benefit from a uniform approach to security infrastructure, for example, themanage-
ment of keys and network protocols (see the Network Security Knowledge Area (Chapter 17)),
resource management and coordination (see the Distributed Systems Security Knowledge
Area (Chapter 12)), roles (see the Authentication, Authorisation &Accountability (AAA) Knowl-
edge Area (Chapter 13)), user access (see the Human Factors Knowledge Area (Chapter 4)),
and intrusion detection (see the Security Operations& IncidentManagement KnowledgeArea
(Chapter 8)). CyBOK provides important foundation knowledge in these areas, but neither this
nor risk assessment are sufficient to motivate the detailed implementation of infrastructure;
they need to be complemented by current good practice. In some industries best practice is
mandated (e.g., the Payment Card Industries). In other cases it may be available from open
sources (e.g., OWASP2) or as a result of corporate benchmarking.

Orthogonal to these concerns are a number of topicswhich relate to the context of the system
development and operation. It is increasingly clear that a code of conduct, as prescribed by
many professional bodies, offers a valuable framework for system designers and those who
explore weaknesses and vulnerabilities within such systems. Initiatives around responsible
research and innovation are gaining ground. The discovery of vulnerabilities necessitates
a disclosure policy — and the parameters of responsible disclosure have prompted much
debate, together with the role of this in a security equities process.

These broad consideration of architecture and lifecycle have been captured within the no-
tions of ‘security by design’, and ‘secure by default’3. The former term is often applied to
detailed practices in software engineering, such as input checking, to avoid buffer overflows
and the like (see the Secure Software Lifecycle Knowledge Area (Chapter 16)). More gener-
ally, consideration of security throughout the lifecycle, including in the default configuration
‘out of the box’ (although not much software is delivered in boxes these days), demonstrably
leads to less insecurity in deployed systems.

We invite the readers to read the detailed descriptions captured in the 19KnowledgeAreas
that follow and utilise the methods, tools, techniques and approaches discussed therein
when tackling the challenges of cyber security in the increasingly connected digital world
that we inhabit.
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2https://www.owasp.org
3A related notion is ‘privacy by design’ (see the Privacy & Online Rights Knowledge Area (Chapter 5)).
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2.1 INTRODUCTION
This Knowledge Area will explain the fundamental principles of cyber risk assessment and
management and their role in risk governance, expanding on these to cover the knowledge re-
quired to gain aworking understanding of the topic and its sub-areas.We begin by discussing
the relationship between everyday risk and why this is important in today’s interconnected
digital world. We explain why, as humans, we need effective risk assessment and manage-
ment principles to support the capture and communication of factors that may impact our
values. We thenmove on to describe different perspectives on cyber risk assessment – from
individual assets, to whole-system goals and objectives. We unpick some of the major risk
assessmentmethods and highlight theirmain uses and limitations, aswell as providing point-
ers to more detailed information.

Security metrics are an ongoing topic of debate in the risk assessment and management do-
main: which system features to measure for risk, how to measure risk, and why measure risk
at all? These questions are framed in the context of existing literature on this topic. This links
into risk governance, which explains why effective governance is important to uphold cyber
security and some of the social and cultural factors that are essential to consider when devel-
oping governance frameworks. Almost all systems still include a human element of control,
which must be considered from the outset. Finally, even with well defined and executed risk
assessment and management plans, it is still possible that a risk will turn into reality. In such
cases, incident response is required. We discuss the importance of incident response and
its link to the risk governance process.

2.2 WHAT IS RISK?
[39, 40, 41]

Risk is at the heart of everyday life. From a child making a decision to jump out of a tree to an
investment decision by the CEO of a multi-billion dollar company, we all make decisions that
potentially impact us as individuals, and impact our broader social networks and surround-
ings. Defining risk is, therefore, a highly philosophical and contentiousmatter. Seminal works
by Slovic [40] and Renn [39] on risk perception capture the broad-reaching issues surround-
ing this debate, and provide a working definition that abstracts the question to allow us to
engage with the topic of risk on a socio-technical level. Renn’s working definition of risk is thepossibility that human actions or events lead to consequences that have an impact on whathumans value. This fundamentally grounds risk in human value, which applies to both the
child and CEO examples. It also applies to cyber security contexts in a world where people
and technology are intrinsically linked. The failure of one to support the success of the other
can lead to social, economic and technical disaster. The working definition of impact on val-ues raises a further question of how to define the value and capture indicators that can be
used to measure and manage the risk. Renn defines three basic abstract elements required
for this: outcomes that have an impact on what humans value, possibility of occurrence (un-
certainty), and a formula to combine both elements. These elements are at the core of mostrisk assessment methods. Such methods aim to provide a structured approach to capturing
the entities of value and the likelihood of unwanted outcomes affecting the entities, while
also bearing in mind that even something with very low probability may be realised and may
have significant impact on a value. We, therefore, use Renn’s working definition of risk for
discussion in this KA in the context of cyber risk.
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A key challenge with risk assessment and management is making assumptions explicit and
finding the balance between subjective risk perceptions and objective evidence. Risk assess-ment is, therefore, a process of collating observations and perceptions of the world that can
be justified by logical reasoning or comparisonswith actual outcomes [41].Riskmanagement,
on the other hand, is the process of developing and evaluating options to address the risks in
a manner that is agreeable to people whose values may be impacted, bearing in mind agree-
ment on how to address risk may involve a spectrum of (in)tolerance – from acceptance to
rejection. Risk Governance is an overarching set of ongoing processes and principles that
aims to ensure an awareness and education of the risks faced when certain actions occur,
and to instil a sense of responsibility and accountability to all involved inmanaging it. It under-
pins collective decision-making and encompasses both risk assessment and management,
including consideration of the legal, social, organisational and economic contexts in which
risk is evaluated [41]. This Knowledge Area explores all these topics and provides insights
into risk assessment, management and governance from a cyber security science perspec-
tive that is accessible to individuals, SMEs and large organisations alike.

2.3 WHY IS RISK ASSESSMENT AND MANAGEMENT
IMPORTANT?

[40, 41, 42, 43]

Risk assessment involves three core components [41]: (i) identification and, if possible, esti-
mation of hazard; (ii) assessment of exposure and/or vulnerability; and (iii) estimation of risk,
combining the likelihood and severity. Identification relates to the establishment of events
and subsequent outcomes, while estimation is related to the relative strength of the out-
come. Exposure relates to the aspects of a system open to threat actors (e.g., people, de-
vices, databases), while vulnerability relates to the attributes of these aspects that could be
targeted (e.g., susceptibility to deception, hardware flaws, software exploits). Risk estima-
tion can be quantitative (e.g., probabilistic) or qualitative (e.g., scenario-based) and captures
the expected impact of outcomes. The fundamental concept of risk assessment is to use
analytic and structured processes to capture information, perceptions and evidence relating
what is at stake, the potential for desirable and undesirable events, and a measure of the
likely outcomes and impact. Without any of this information we have no basis from which to
understand our exposure to threats nor devise a plan to manage them. An often overlooked
part of the risk assessment process is concern assessment. This stems from public risk per-
ception literature but is also important for cyber security risk assessment as we will discuss
later in the document. In addition to themore evidential, scientific aspects of risk, concern as-
sessment includes wider stakeholder perceptions of: hazards, repercussions of risk effects,
fear and dread, personal or institutional control over risk management and trust in the risk
managers.

The riskmanagement process involves reviewing the information collected as part of the risk
(and concern) assessments. This information forms the basis of decisions leading to three
outcomes for each perceived risk [41]:

• Intolerable: the aspect of the system at risk needs to be abandoned or replaced, or if
not possible, vulnerabilities need to be reduced and exposure limited.

• Tolerable: risks have been reduced with reasonable and appropriate methods to a level
as low as reasonably possible (ALARP) [44] or as low as reasonably allowable (ALARA).
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A range of choices may include mitigating, sharing, or transferring risk [45], selection
of which will depend on the risk managers’ (and more general company) appetite for
taking risks.

• Acceptable: risk reduction is not necessary and can proceed without intervention. Fur-
thermore, risk can also be used to pursue opportunities (also known as ‘upside risk’),
thus the outcome may be to accept and embrace the risk rather than reduce it. Hillson
discusses this perspective in further detail [42].

Decidingwhich to select will be dependent on a number of factors, for example (as suggested
in ISO 31000:2018 [46]), tangible and intangible uncertainty, consequences of risk realisation
(good or bad), appetite for risk, organisational capacity to handle risk etc.

Beyond this decision framework Renn defines four types of risk that require different risk
management plans [41]. These include:

• Routine risks: these follow a fairly normal decision-making process for management.
Statistics and relevant data are provided, desirable outcomes and limits of acceptability
are defined, and risk reduction measures are implemented and enforced. Renn gives
examples of car accidents and safety devices.

• Complex risks: where risks are less clear cut, there may be a need to include a broader
set of evidence and consider a comparative approach such as cost-benefit analysis or
cost-effectiveness. Scientific dissent such as drug treatment effects or climate change
are examples of this.

• Uncertain risks:where a lack of predictability exists, factors such as reversibility, persis-
tence and ubiquity become useful considerations. A precautionary approach should be
taken with a continual and managed approach to system development whereby nega-
tive side effects can be contained and rolled-back. Resilience to uncertain outcomes is
key here.

• Ambiguous risks: where broader stakeholders, such as operational staff or civil soci-
ety, interpret risk differently (e.g., different viewpoints exist or lack of agreement on
management controls), risk management needs to address the causes for the differing
views. Renn uses the example of genetically modified foods where well-being concerns
conflict with sustainability options. In this instance, risk management must enable par-
ticipatory decision-making, with discursive measures aiming to reduce the ambiguity
to a number of manageable options that can be further assessed and evaluated.

Management options, therefore, include a risk-based management approach (risk-benefit
analysis or comparative options), a resilience-based approach (where it is accepted that
risk will likely remain but needs to be contained, e.g. using ALARA/ALARP principles), or a
discourse-based approach (including risk communication and conflict resolution to deal with
ambiguities). Without effective consideration of the acceptability of risk and an appropriate
risk reduction plan, it is likely that the response to adverse outcomes will be disorganised,
ineffective, and likely lead to further spreading of undesirable outcomes.

Effective riskmanagement through structured assessmentmethods is particularly important
because, although our working definition of risk is grounded in consequences of interest to
people, we (as a society) are not very good at assessing this risk. Slovic’s article on risk per-
ception highlights that perceptions related to dread risk (e.g., nuclear accidents) are ranked
highest risk by lay people, butmuch lower by domain expertswho understand the evidence re-
lating to safety limitations and controls for such systems. Expert risk ranking tends to follow
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expected or recorded undesirable outcomes such as deaths, while lay people are influenced
more by their intuitive judgment (a nuclear accident could impact my whole family). There is,
therefore, a mismatch between perceived vs. actual risk. As people we tend to exaggeratedread-related but rare risks (e.g., nuclear incidents and terrorist attacks) but downplay com-
mon ones (e.g., street crime and accidents in the home) – even though the latter kill far more
people.

This is also why concern assessment is important in the risk management process along-
side risk assessment. Schneier’s book Beyond Fear[43] notes that we have a natural sense
of safety in our own environment and a heightened sense of risk outside of this. For instance,
we feel safe walking down a street next to our house but on edge when arriving in a new city.
As a society, we rarely study statistics whenmaking decisions; they are based on perceptions
of exposure to threat, our perceived control over threats, and their possible impact. Risk as-
sessment helps us capture quantitative and qualitative aspects of the world that enable us to
put a realistic estimate of how certain we can be that adverse events will come to pass, and
how they will impact on what we valuemost. This applies to us personally as individuals, and
as groups of people with a common aim– saving the planet, running a business, or educating
children. We need to capture our goals, understand what could lead to the failure to achieve
them, and put processes in place to align realistic measures to reduce harms inflicted upon
our objectives.

When done well, risk assessment and management enables decision makers, who are re-
sponsible, to ensure that the system operates to achieve the desired goals as defined by its
stakeholders. It can also ensure the system is not manipulated (intentionally or otherwise) to
produce undesired outcomes, as well as having processes in place that minimise the impact
should undesirable outcomes occur. Risk assessment and management is also about pre-
senting information in a transparent, understandable and easily interpreted way to different
audiences, so that accountable stakeholders are aware of the risks, how they are being man-
aged, who is responsible for managing them, and are in agreement on what is the acceptable
limit of risk exposure. This is absolutely crucial to successfully managing risk because, if the
risks are not presented clearly to decision makers (be they technical, social, economic or
otherwise), the impact of not managing them will be overlooked, and the system will remain
exposed. Likewise, if the purpose of risk management is not made clear to the people at
the operational level, alongside their own responsibilities and accountability for risk impacts,
they will not buy in to the risk management plan and the system will remain exposed. More
broadly, if wider stakeholder concerns (e.g., civil society) are not heard or there is lack of
confidence in the risk management plan, there could be widespread rejection of the planned
system being proposed.

As important as it is to convey risks clearly to stakeholders, it is equally as important to
stress that risks cannot always be removed. There is likely to be some residual risk to the
things we value, so discussions must be held between decision makers and those who are
involved with the operations of a system. Ultimately, decision makers, who will be held to
account for failure to manage risk, will determine the level of risk tolerance – whether risk is
accepted, avoided, mitigated, shared, or transferred. However, it is possible that wider stake-
holders, such as those involved with system operations, may have differing views on how to
manage risk, given they are likely to have different values they are trying to protect. For some,
saving money will be key. For others, reputation is the main focus. For people working within
the system it may be speed of process or ease of carrying out daily tasks. The purpose of
risk assessment andmanagement is to communicate these values and ensure decisions are
taken to minimise the risks to an agreed set of values by managing them appropriately, while
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maximising ‘buy in’ to the risk management process. In the broader health and safety risk
context, this concept relates to the notion of ALARP (as low as reasonably practicable) [44] –
being able to demonstrate that significant efforts and computation have beenmade to calcu-
late the balance between risk acceptance and mitigation, in the favour of security and safety.
Again it is important to highlight here that concern assessment is an important part of risk
assessment to ensure the risk assessment policy (the agreed approach to risk assessment)
is informed by those responsible for, and impacted by risk, and those who are required to act
in a way that upholds the management plan day-to-day. Crucially, it must be recognised that
the impact of single events can often extend beyond direct harms and spread far wider into
supply chains. As Slovic puts it, the results of an event act like ripples from a stone dropped
into a pond, first directly within the company or system in which it occurred, and then into
sub-systems and interdependent companies and components [40].

One of the major drivers for risk assessment and management is to demonstrate compli-
ance. This can be a result of the need to have audited compliance approval from international
standards bodies in order to gain commercial contracts; to comply with legal or regulatory
demands (e.g., in Europe the Network and Information Systems (NIS) directive [47]mandates
that operators of essential services (such as critical national infrastructure) follow a set of
14 goal-oriented principles [48]); or to improve the marketability of a company through per-
ceived improvements in public trust if certification is obtained. This can sometimes lead to
‘tick-box’ risk assessment whereby the outcome is less focused on managing the risk, and
more about achieving compliance. This can result in a false sense of security and leave the
organisation exposed to risks. This bring us back to Renn’s working definition of risk. These
examples focus on managing risk of failing compliance with various policy positions, and
as a result, they may neglect the broader focus on impact on values held by wider organisa-
tional, societal or economic stakeholders. The context and scope of risk management must
take this broader outcomes-view in order to be a useful and valuable exercise that improves
preparedness and resilience to adverse outcomes.

Based on these factors, risk assessment and management is most certainly a process not a
product. It is something that, when done well, has the potential to significantly improve the
resilience of a system. When done badly (or not at all) it can lead to confusion, reputational
damage, and serious impact on system functionality. It is a process that is sometimes per-
ceived to be unimportant before one needs it, but critical for business continuity in a time of
crisis. Throughout the process of risk assessmentwemust remain aware that risk perception
varies significantly based on a variety of factors, and that despite objective evidence, it will
not change. To use an example from [40], providing evidence that the annual risk from living
next to a nuclear power plant is equivalent to the risk of riding an extra 3 miles in an auto-
mobile, does not necessarily reduce the perception of risk given the differences surrounding
the general perception of the different scenarios. Intuitively, communication and a respect
for qualitative and quantitative measures of risk assessment are core to its practice. Both
measures exhibit ambiguity (e.g., [49]) and often we lack quality data on risk so evidence
only goes so far. There will always be a need for subjective human judgment to determine
relevance andmanagement plans [50], which in itself comes with its own limitations such as
lack of expert knowledge and cognitive bias [51].

KA Risk Management and Governance | October 2019 Page 24

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

2.4 WHAT IS CYBER RISK ASSESSMENT AND
MANAGEMENT?

[52]

The introductory sections have made the case for risk assessment and management more
generally, but the main focus of this document is to frame risk assessment and manage-
ment in a cyber security context. Digital technology is becoming evermore pervasive and
underpins almost every facet of our daily lives. With the growth of the Internet of Things,
connected devices are expected to reach levels of more than 50 billion by 2022 [53]. Further,
human decision-based tasks such as driving and decision-making are being replaced by auto-
mated technologies, and the digital infrastructures that we are increasingly reliant upon can
be disrupted indiscriminately as a result of, for example, ransomware [54]. Cyber security risk
assessment and management is, therefore, a fundamental special case that everyone living
and working within the digital domain should understand and be a participant in it.

There are a number of global standards that aim to formalise and provide a common frame-
work for cyber risk assessment and management, and, in this section, we will study some
of them. We will begin with high level definitions of some of the foremost positions on risk.
The United Kingdom was ranked first in the 2018 Global Cybersecurity Index (GCI) [55], a
scientifically grounded review of the cyber security commitment and situation at a global
country-by-country level. The review covers five pillars: (i) legal, (ii) technical, (iii) organisa-
tional, (iv) capacity building, and (v) cooperation – and then aggregates them into an overall
score. As the lead nation in the GCI, the technical authority for cyber security, the UK National
Cyber Security Centre (NCSC) has published guidance on risk management [52]. Importantly,
the NCSC is clear that there is no one-size-fits-all for risk assessment and management. In-
deed conducting risk assessment and management as a tick-box exercise produces a false
sense of security, which potentially increases the Vulnerability of the people impacted by risk
because they are not properly prepared. Cyber security is such a rapidly evolving domain
that we must accept that we cannot be fully cyber secure. However, we can increase our
preparedness. The Potomac Institute for Policy Studies provides a framework for studying
cyber readiness along with a country-specific profile for a range of nations (inc. USA, India,
South Africa, France, UK) and an associated cyber readiness index [56].

2.5 RISK GOVERNANCE
[57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67]

2.5.1 What is risk governance and why is it essential?
Risk assessment and developing mitigation principles to manage risk is only likely to be ef-
fective where a coordinated and well communicated governance policy is put in place within
the system being managed. Millstone et al. [57] proposed three governance models:

• Technocratic: where policy is directly informed by science and evidence from domain
expertise.

• Decisionistic: where risk evaluation and policy are developed using inputs beyond sci-
ence alone. For instance, incorporating social and economic drivers.
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• Transparent (inclusive): where context for risk assessment is considered from the out-
set with input from science, politics, economics and civil society. This develops amodel
of ‘pre-assessment’ – that includes the views of wider stakeholders – that shapes risk
assessment and subsequent management policy.

None are correct or incorrect. There is a fine balance between the knowledge and findings
of scientific experts, and perceptions of the lay public. While the technocratic approach may
seem logical to some risk owners whowork on the basis of reasoning using evidence, it is ab-
solutely crucial for effective risk governance to include thewider stakeholder view. Rohrmann
and Renn’s work on risk perception highlights some key reasons for this [58]. They identify
four elements that influence the perception of risk:

• intuitive judgment associated with probabilities and damages;

• contextual factors surrounding the perceived characteristics of the risk (e.g., familiarity)
and the risk situation (e.g., personal control);

• semantic associations linked to the risk source, people associated with the risk, and
circumstances of the risk-taking situation;

• trust and credibility of the actors involved in the risk debate.

These factors are not particularly scientific, structured or evidence-based but, as noted by
Fischoff et al. [59], such forms of defining probabilities are countered by the strength of be-
lief people have about the likelihood of an undesirable event impacting their own values. Ulti-
mately, from a governance perspective, the more inclusive and transparent the policy devel-
opment, the more likely the support and buy-in from the wider stakeholder group – including
lay people as well as operational staff – for the risk management policies and principles.

There are several elements that are key to successful risk governance. Like much of the risk
assessment process, there is no one-size solution for all endeavours. However, amajor princi-
ple is ensuring that the governance activity (see below) is tightly coupled with everyday activ-
ity and decision-making. Cyber risk is as important as health and safety, financial processes,
and human resources. These activities are now well established in decision-making. For in-
stance, when hiring staff, the HR process is at the forefront of the recruiter’s activity. When
travelling overseas, employees will always consult the financial constraints and processes
for travel. Cyber security should be thought of in the same way – a clear set of processes
that reduce the risk of harm to individuals and the business. Everyone involved in the daily
running of the system in question must understand that, for security to be effective, it must
be part of everyday operational culture. The cyber risk governance approach is key to this
cultural adoption.

2.5.2 The human factor and risk communication
Sasse and Flechais [60] identified human factors that can impact security governance, includ-
ing people: having problems using security tools correctly; not understanding the importance
of data, software, and systems for their organisation; not believing that the assets are at risk
(i.e., that they would be attacked); or not understanding that their behaviour puts the system
at risk. This highlights that risk cannot be mitigated with technology alone, and that concernassessment is important. If risk perception is such that there is a widely held view that peo-
ple do not believe their assets will be attacked (as noted by [60]), despite statistics showing
cyber security breaches are on the rise year-on-year, then there is likely to be a problem with
the cyber security culture in the organisation. Educating people within an organisation is vital
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to ensuring cultural adoption of the principles defined in the risk management plan and asso-
ciated security governance policy. People will generally follow the path of least resistance to
get a job done, or seek the path of highest reward. As Sasse and Flechais note, people fail to
follow the required security behaviour for one of two reasons: (1) they are unable to behave
as required (one example being that it is not technically possible to do so; another being that
the security procedures and policies available to them are large, difficult to digest, or unclear)
, (2) they do not want to behave in the way required (an example of this may be that they find
it easier to work around the proposed low-risk but time consuming policy; another being that
they disagree with the proposed policy).

Weirich and Sasse studied compliance with password rules as an example of compliance
with security policy [61] and found that a lack of compliance was associated with people not
believing that they were personally at risk and or that they would be held accountable for
failure to follow security rules. There is thus a need to ensure a sense of responsibility and
process for accountability, should there be a breach of policy. Thismust, of course, bemindful
of legal and ethical implications, as well as the cultural issues around breaching rules, which
is a balancing act. Risk communication, therefore, plays an important role in governance [62]
[39] including aspects, such as:

• Education: particularly around risk awareness and day-to-day handling of risks, includ-
ing risk and concern assessment and management;

• Training and inducement of behaviour change: taking the awareness provided by educa-
tion and changing internal practices and processes to adhere to security policy;

• Creation of confidence: both around organisational risk management and key individu-
als – develop trust over time, and maintain this through strong performance and han-
dling of risks.

• Involvement: particularly in the risk decision-making process – giving stakeholders an
opportunity to take part in risk and concern assessment and partake in conflict resolu-
tion.

Finally, leading by example is of paramount importance in the risk communication process.
People are likely to be resentful if it appears that senior management are not abiding by
the same risk management rules and principles. Visible senior engagement in an important
cultural aspect of risk communication.

2.5.3 Security culture and awareness
Dekker’s principles on Just Culture [63] aim to balance accountability with learning in the
context of security. He proposes the need to change the way in which we think about ac-
countability so that it becomes compatible with learning and improving the security posture
of an organisation. It is important that people feel able to report issues and concerns, par-
ticularly if they think they may be at fault. Accountability needs to be intrinsically linked tohelping the organisation, without concern of being stigmatised and penalised. There is often
an issue where those responsible for security governance have limited awareness and under-
standing of what it means to practise it in the operational world. In these cases there needs
to be an awareness that there is possibly no clear right or wrong, and that poorly thought-out
processes and practices are likely to have been behind the security breach, as opposed to
malicious human behaviour. If this is the case, these need to be addressed and the person
at fault needs to feel supported by their peers and free of anxiety. One suggestion Dekker

KA Risk Management and Governance | October 2019 Page 27

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

makes is to have an independent team to handle security breach reports so people do not
have to go through their line manager. If people are aware of the pathways and outcomes
following security breaches it will reduce anxiety about what will happen and, therefore, lead
to a more open security culture.

Given that security awareness and education is such an important factor in effective gover-
nance, Jaquith [64] links security awareness with security metrics through a range of ques-
tions that may be considered as useful pointers for improving security culture:

• Are employees acknowledging their security responsibilities as users of information
systems? (Metric: % new employees completing security awareness training).

• Are employees receiving training at intervals consistent with company policies? (Metric:
% existing employees completing refresher training per policy).

• Do security staff members possess sufficient skills and professional certifications?
(Metric: % security staff with professional security certifications).

• Are security staff members acquiring new skills at rates consistent with management
objectives? (Metrics: # security skill mastered, average per employee and per security
team member, fulfillment rate of target external security training workshops and class-
room seminars).

• Are security awareness and training efforts leading to measurable results? (Metrics:
By business unit or office, correlation of password strength with the elapsed time since
training classes; by business unit or office, correlation of tailgating rate with training
latency).

Metrics may be a crude way to capture adherence to security policy, but when linked to ques-
tions that are related to the initial risk assessment, they can provide an objective and mea-
surable way to continually monitor and report on the security of a system to the decision
makers, as well as those responsible for its governance in an understandable and mean-
ingful way. However, it is worth noting the complexity of metrics here with the use of the
term ‘acknowledging’ in the first bullet point. It does not necessarily mean the person will
acknowledge their responsibilities merely by completing awareness training. This reinforces
the points already made about the importance of human factors and security culture, and
the following section on enacting security policy.

2.5.4 Enacting Security Policy
Overall, effective cyber risk governance will be underpinned by a clear and enactable security
policy. This section focuses on the elements of risk assessment and management that are
relevant to achieving this. From the initial phase of the risk assessment there should be a
clear focus on the purpose and scope of the risk assessment exercise. During this phase, for
more complex systems or whole system security, there should be a focus on identifying the
objectives and goals of the system. These should be achievable with clear links from objec-
tives to the processes that underpin them. Risks should be articulated as clear statements
that capture the interdependencies between the vulnerabilities, threats, likelihoods and out-
comes (e.g., causes and effects) that comprise the risk. Risk management decisions will be
taken to mitigate threats identified for these processes, and these should be linked to the
security policy, which will clearly articulate the required actions and activities taken (and by
whom), often along with a clear timeline, to mitigate the risks. This should also include what
is expected to happen as a consequence of this risk becoming a reality.
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Figure 2.1: Risk Governance Framework from IRGC - taken from [66]

Presentation of risk assessment information in this context is important. Often heat maps
and risk matrices are used to visualise the risks. However, research has identified limitations
in the concept of combining multiple risk measurements (such as likelihood and impact)
into a single matrix and heat map [68]. Attention should, therefore, be paid to the purpose
of the visualisation and the accuracy of the evidence it represents for the goal of developing
security policy decisions.

Human factors (see the Human Factors Knowledge Area (Chapter 4)), and security culture
are fundamental to the enactment of the security policy. As discussed, people fail to follow
the required security behaviour because they are unable to behave as required, or they do
not want to behave in the way required [60]. A set of rules dictating how security risk man-
agement should operate will almost certainly fail unless the necessary actions are seen as
linked to broader organisational governance, and therefore security policy, in the same way
HR and finance policy requires. People must be enabled to operate in a secure way and not
be the subject of a blame culture when things fail. It is highly likely that there will be secu-
rity breaches, but the majority of these will not be intentional. Therefore, the security policy
must be reflective and reactive to issues, responding to the Just Culture agenda and creating
a policy of accountability for learning, and using mistakes to refine the security policy and
underpinning processes – not blame and penalise people.

Security education should be a formal part of all employees’ continual professional develop-
ment, with reinforced messaging around why cyber security is important to the organisation,
and the employee’s role and duties within this. Principles of risk communication are an im-
portant aspect of the human factor in security education. We have discussed the need for
credible and trustworthy narratives and stakeholder engagement in the risk management
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process. There are additional principles to consider such as early and frequent communica-
tion, tailoring the message to the audience, pretesting the message and considering existing
risk perceptions that should be part of the planning around security education. Extensive dis-
cussion of such risk communication principles that are particularly relevant for messaging
regarding risk can be found in [67].

Part of the final risk assessment and management outcomes should be a list of accepted
risks with associated owners who have oversight for the organisational goals and assets
underpinning the processes at risk. These individuals should be tightly coupled with review
activity and should be clearly identifiable as responsible and accountable for risk manage-
ment.

Figure 2.1 summarises the core elements of the risk governance process as discussed so
far. This model from the International Risk Governance Council (IRGC) [66], which is heavily
inspired by Renn’s work [41], highlights that risk communication sits at the heart of the gover-
nance process and draws on problem framing, risk and concern assessment, risk evaluation,
and risk management. The governance process is iterative, always seeking awareness of
new problems and evolving threats, and continually reflecting on best practice to manage
new risks.

2.6 RISK ASSESSMENT AND MANAGEMENT PRINCIPLES
[47, 52, 64, 66, 69, 70, 71, 72, 73, 74, 75]

2.6.1 Component vs. Systems Perspectives
The UK NCSC guidance [52] breaks down risk management into Component-driven risk man-agement, which focuses on technical components, and the threats and vulnerabilities they
face (also known as bottom up); and System-driven risk management, which analyses sys-
tems as a whole (also known as top down). A major difference between the two is that
component-driven approaches tend to focus on the specific risk to an individual component
(e.g., hardware, software, data, staff), while system-driven approaches focus more on the
goals of an entire system – requiring the definition of a higher level purpose and subsequent
understanding of sub-systems and how various parts interact.

Rasmussen’s work [69] enables us to consider a hierarchy of abstraction and show how
systems-driven and component-driven risk assessment techniques are complementary. As
illustrated in Figure 2.2, the goals and purposes of the system can be considered at the higher
level. Notably, this includes a focus on dependencies between sub-goals and also what the
system must not do (pre-defined failure states). These are important to design into the sys-
temand, if omitted, lead to having to retrofit cyber security into a system that has already been
deployed. The lower levels then consider capabilities and functionality needed to achieve the
overarching goals. At this level component-driven risk assessments of real-world artefacts
(e.g., hardware, software, data, staff) consider how these may be impacted by adverse ac-
tions or events.

System-driven approaches can help to better understand the complexity between sub-components
and their components. These may include people, technology, and organisational processes
for which the interactions and dependencies are non-trivial. Taking such an approach (which
may perhaps prove more resource intensive than component based approaches, due to iden-

KA Risk Management and Governance | October 2019 Page 30

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

Figure 2.2: Jens Rasmussen’s Hierarchy

tification of inter-dependencies) is only necessarywhere complexity actually exists. If interac-
tions and dependencies are clear and the system is less complex (e.g., a simple office-based
IT infrastructure) then a component-driven approach may be more appropriate.

The NCSC guidance provides a summary table (reproduced here as Figure 2.3) that is helpful
in guiding the selection of component-driven or system-driven methods based on the kind of
risk management problem being addressed. The major differentiator is that the component
view is individual asset-based, where complexity is well-understood and expected function-
ality is clear. The system view supports an analysis of risk in situations of greater complex-
ity, before physical function is agreed and implemented, and to support discussions by key
stakeholders on what the system should and should not do. These discussions are crucial in
finding the balance between component-level and system-level failure and how best to man-
age the risk. Component-risk is likely to be more important to operational employees who
need the component to be functioning in order for their part of a bigger system to perform
(e.g., staff, data, devices). Systems-level risk is likely to be more important to higher-level
managers who have a vested interest in the strategic direction of the system. For them a
component further down the value/supply chain may not be perceived to be important, while
for the operational employee it’s the number one risk. The challenge is to work with both
perspectives to develop a representation of risk and an associated risk management policy
enacted by all parties.

2.6.2 Elements of Risk
While it is useful to avoid creating a universal definition of risk, to support inclusivity of dif-
ferent views and perspectives, it is important to have agreed definitions of the concepts that
underpin risk assessment and management. This ensures a common language throughout
the process and avoids talking at cross purposes. There are four concepts that are core to a
risk assessment in most models – vulnerability, threat, likelihood and impact.

A Vulnerability is something open to attack or misuse that could lead to an undesirable out-
come. If the vulnerability were to be exploited it could lead to an impact on a process or
system. Vulnerabilities can be diverse and include technology (e.g., a software interface be-
ing vulnerable to invalid input), people (e.g., a business is vulnerable to a lack of human re-
sources), legal (e.g., databases being vulnerable and linked to large legal fines if data is mis-
handled and exposed) etc. This is a non-exhaustive list, but highlights that vulnerabilities are
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Good For

Component-driven
methods

• Analysing the risks faced by individual technical components.
• Deconstructing less complex systems, with well-understood
connections between component parts.

• Working at levels of abstraction where a system’s physical
function has already been agreed amongst stakeholders.

System-driven
methods

• Exploring security breaches which emerge out of the complex
interaction of many parts of your system.

• Establishing system security requirements before you have
decided on the system’s exact physical design.

• Bringing together multiple stakeholders’ views of what a
system should and should not do (e.g., safety, security, legal
views).

• Analysing security breaches which cannot be tracked back to
a single point of failure.

Figure 2.3: Guidelines for mapping risk management problem types to component or system
driven methods

socio-technical.

A Threat is an individual, event, or action that has the capability to exploit a vulnerability.
Threats are also socio-technical and could include hackers, disgruntled or poorly trained em-
ployees, poorly designed software, a poorly articulated or understood operational process
etc. To give a concrete example that differentiates vulnerabilities from threats – a software
interface has a vulnerability in that malicious input could cause the software to behave in an
undesirablemanner (e.g., delete tables from a database on the system), while the threat is an
action or event that exploits the vulnerability (e.g., the hacker who introduces the malicious
input to the system).

Likelihood represents ameasure capturing the degree of possibility that a threat will exploit a
vulnerability, and therefore produce an undesirable outcome affecting the values at the core
of the system. This can be a qualitative indicator (e.g., low, medium, high), or a quantitative
value (e.g., a scale of 1-10 or a percentage).

Impact is the result of a threat exploiting a vulnerability, which has a negative effect on the
success of the objectives for which we are assessing the risk. From a systems view this
could be the failure to manufacture a new product on time, while from a component view it
could be the failure of a specific manufacturing production component.
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2.6.3 Risk assessment and management methods
The purpose of capturing these four elements of risk is for use in dialogue that aims to rep-
resent how best to determine the exposure of a system to cyber risk, and how to manage it.
There are a range of methods, some of which have been established as international stan-
dards and guidelines, that provide a structured means to transform vulnerability, threat, like-
lihood and impact into a ranked list in order to be able to prioritise and treat them. While
each method has its own particular approach to risk assessment and management, there
are some features common to a number of the most widely usedmethods that are useful for
framing risk assessment and management activities, which can be mapped back to Renn’s
seminal work on risk governance [41] as discussed in earlier sections. The International Risk
Governance Council (IRGC) capture these in its risk governance framework (developed by
an expert group chaired by Renn), summarised in Figure 2.1, which includes four core areas
and crosscutting components. Pre-assessment includes the framing of risk, identification
of relevant actors and stakeholders, and captures perspectives on risk. Appraisal includes
the assessment of causes and consequences of risk (including risk concern), developing a
knowledge base of risks and mitigation options (e.g., preventing, sharing etc). Characterisa-tion involves a decision process, making a judgment about the significance and tolerance
of the risks. Appraisal and Characterisation forms the basis of the implementation of Renn’s
three core components of risk assessment [41].Management processes include deciding on
the riskmanagement plan and how to implement it, including risk tolerance (accepting, avoid-
ing, mitigating, sharing, transferring). Cutting across all four is communication, engagementand context setting through open and inclusive dialogue.

The US Government NIST [70] guidelines capture the vulnerability, threats, likelihood and
impact elements inside the prepare (pre-assessment), conduct (appraisal and characterise),communicate (cross-cutting), maintain (management) cycle (see Figure 2.4). A step-by-step
detailed guide can be found in the full document, but we summarise the actions here.

Prepare involves identifying the purpose (e.g., establishing a baseline of risk or identifying
vulnerabilities, threats, likelihood and impact) and scope (e.g., what parts of a system/organ-
isation are to be included in the risk assessment?; what decisions are the results informing?).
It also involves defining assumptions and constraints on elements such as resources required
and predisposing conditions that need to inform the risk assessment. The assessment ap-proach and tolerances for risk are also defined at this stage along with identifying sources ofinformation relating to threats, vulnerabilities and impact.

Conduct is the phasewhere threats, vulnerabilities, likelihood and impact are identified. There
are a range of ways that this can be conducted, and this will vary depending on the nature
of the system being risk assessed and the results of the prepare stage. NIST has a very spe-
cific set of tasks to be performed. These may not be relevant to all systems, but there are
some useful tasks that generalise across multiple system perspectives, including identify-
ing: threat sources and adversary capability, intent and targets; threat events and relevance to
the system in question; vulnerabilities and predisposing conditions; likelihood that the threats
identifiedwill exploit the vulnerabilities; and the impacts and affected assets. Note that the or-
dering of actions in the NIST approach puts threat identification before vulnerabilities, which
presupposes that all threats can be identified and mapped to vulnerabilities. It is worth high-
lighting that risk assessment must also be effective in situations where threats are less ob-
vious or yet to be mainstream (e.g., IoT Botnets) and, therefore, some organisations that are
particularly ingrained in digital adoption may also wish to consider conducting a vulnerabil-
ity assessment independently or prior to the identification of likely threats to avoid making
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Figure 2.4: NIST SP-800-30 Risk Assessment Process

assumptions on what or who the threats actors may be.

Communicate is one of the most important phases, and one often overlooked. Conducting
the risk assessment gives one the data to be able to inform actions that will improve the secu-
rity of the system. However, it is crucial this is communicated using an appropriate method.
Executive boards will expect and need information to be presented in a different way to op-
erational teammembers, and general organisational staff will need educating and guiding in
an entirely different way. The results and evidence of the risk assessment must be communi-
cated in a manner accessible to each stakeholder and in a way that is likely to engage them
in risk management planning and execution.

Maintain is an ongoing phase that is essential to continually update the risk assessment in
the light of changes to the system environment and configuration. Security postures change
regularly in digital environments. For instance, Figure 2.5 shows the volume of IoT units in-
stalled from 2014 to 2020 with a rapid increase in adoption of 2.63 million across the busi-
ness sector between 2014 and 2018. By 2020 this is projected to grow by a further 3.39
million. This kind of rapid integration of devices into corporate IT systems is likely to change
the exposure to risk and, therefore, the scope would need to be refined, new risk assess-
ments carried out, and action taken and communicated to all stakeholders to ensure that
the new risk is managed. This scenario indicates that (i) risk assessment maintenance must
be proactive and undertaken much more regularly than an annual basis, and (ii) conduct-
ing risk assessment for compliance purposes (possibly only once a year) will leave the or-
ganisation wide open to new technological threats unless the maintain phase is taken seri-
ously. Risk factors should be identified for ongoing monitoring (e.g., changes in technology
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Figure 2.5: IoT Devices Use Figures: Source: [53]

use within the system), frequency of risk factor monitoring should be agreed, and change-
triggered reviews should revisit and refine the scope, purpose and assumptions of the risk
assessment—remembering to communicate the results each time new risks are identified.

The international standard ISO/IEC 27005 for risk management [71] contains analogous ac-
tivities to the NIST guidance (see Figure 2.6). It includes an Establish Context phase, which
is broadly aimed at achieving the outcomes of the Prepare phase of NIST and the IRGC Pre-assessment phase. The Risk Assessment phase is multi-layered, with identification, estima-tion, evaluation stages. This aligns with the IRGC’s appraisal and characterisation phases.
ISO 27005 also has Risk Communication and Risk Monitoring and Review phases, which re-
late broadly to the aims of the NIST Communicate and Maintain phases, and IRGC’s cross-
cutting communication, context and engagement phases. ISO/IEC 27005 has additional ele-
ments that explicitly capture risk management decision processes but it is not prescriptive
on how to implement them. The inclusion of the treatment and acceptance phases linked to
communication and review capture some of the fundamental management aspects, offer-
ing the choice of treatment or acceptance as part of the assessment process. This aspect of
the ISO/IEC 27005 approach is analogous to the risk response element of the NIST-SP800-
39 guidance on risk management [45], where the risk response options include acceptance,
avoidance, mitigation, or sharing/transfer. The take-away message from this comparison is
that, while the risk assessmentmethodsmay differ at the risk assessment phase (depending
on the type of system being analysed and the scope of the study), the preparation, commu-
nication, and continual monitoring phases are must-haves in both widely-used international
guidelines, as are the important decisions around risk tolerance. ISO/IEC 27005 is less pre-
scriptive than NIST so offers the option to include a range of assessment and management
approaches within the overall process.
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Figure 2.6: ISO/IEC 27005 Process - taken from [76]

A list of commonly used component-driven cyber riskmanagement frameworks can be found
at [72]. The list also includes a brief description, an overview of how they work, who should
use it, and an indication of cost and prerequisites. While not wishing to reproduce the whole
list here, we provide an overview for the purposes of comparison.

• ISO/IEC 27005:2018 is an international standard set of guidelines for information risk
management. It does not prescribe a specific risk assessment technique but does have
a component-driven focus and requires vulnerabilities, threats and impact to be speci-
fied.

• NIST SP800-30/39 are the US Government’s preferred risk assessment/management
methods and aremandated for US government agencies. They have a strong regulatory
focus, which may not be relevant for countries other than the US, but they have a clear
set of guiding steps to support the whole risk assessment and management process
from establishing context to risk tolerance, and effective controls, including determin-
ing likelihood of impact. They are freely available and consistent with ISO standards
(which are not free but are low cost).

• The Information Security Forum (ISF) produced the IRAM 2 risk management method-
ology that uses a number of phases to identify, evaluate and treat risks using the vulner-
ability, threats and impact measures. It is provided to (paid up) members of the ISF and
requires information risk management expertise to use it effectively, which may come
at additional cost.

KA Risk Management and Governance | October 2019 Page 36

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

• FAIR, initially developed by Jones [77] and subsequently collaboratively developed with
the Open Group into OpenFAIR [78], proposes a taxonomy of risk factors and a frame-
work for combining them. Threat surface can be considered very broad and there is a
clear focus on loss event frequency, threat capability, control strength and loss magni-
tude. It also breaks financial loss factors into multiple levels and supports a scenario
model to build comparable loss profiles.

• Octave Allegro is oriented towards operational risk and security practices rather than
technology. Qualitative risk assessment is linked with organisational goals. Real-world
scenarios are used to identify risks through threat and impact analysis. The risks are
then prioritised andmitigation is planned. The approach is designed for workshop style
risk assessment and could be performed in-house possibly resulting in a lower cost
than a consultant-led risk assessment.

• STRIDE is a failure-oriented threatmodelling approach focusing on six core areas: spoof-
ing (faking identity), tampering (unauthorised modification), repudiation (denying ac-
tions), denial of service (slowing down or disabling a system), and elevation of privi-
lege (having unauthorised control of the system). The approach considers threat tar-
gets (including what an attacker may do), mitigation strategy, andmitigation technique.
Threats can be considered for multiple interactions on the same threat target in the
system and can include people, process and technology. Shostack presents STRIDE as
part of a four-stage framework in his book [75] – model the system, find threats, ad-
dress threats, validate. Threat modelling, of course, cannot guarantee that all failures
can be predicted, but the iterative process supports continual assessment of evolving
threats if time and resources allow.

• Attack Trees [79] formulate an overall goal based on the objectives of an attacker (the
root node), and develop sub-nodes relating to actions that would lead to the successful
compromise of components within a system. Like STRIDE, attack trees are required
to be iterative, continually considering pruning the tree and checking for completeness.
Attack libraries such as Common Vulnerabilities and Exposuress (CVEs) and OpenWeb
Application Security Project (OWASP) can be used to augment internal knowledge of
evolving threats and attacks.

Using and extending the analysis developed in [80] and [72], we provide a comparison table
below to enable selection based on the organisational and technical differences for each of
thesemethods (see Table 2.1). While core principles of risk based around vulnerability, threat
and impact exist across all methods, there are individual attributes (we refer to as strengths)
of each method, as well as resource and reporting differences, that may make them a better
fit to an organisation depending on what the risk stakeholders require as evidence of expo-
sure.
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Table 2.1: Risk assessment and management methods differences

Methodology Assessment Team and
Cost

Information Gathering
and Reporting

ISO/IEC
2005
:2018

Covers people, process and tech-
nology. Not prescriptive in assess-
ment and management method
(i.e. other methods in this list
could be used tomanage risk) but
covers threats, vulnerabilities, and
impacts. Intended to target higher
level management and decision
makers. Clear focus on people - in-
ternal and externalStrength:Socio-technical

Aims to include a range
of relevant backgrounds
in the assessment (cov-
ering people, process
and tech) and applicable
across varying sizes of
organisation. Typically
externally led due to
size and complexity
in large organisations,
which comes at a cost
in addition to the cost
of purchasing the doc-
umentation. Smaller
organisations with less
complexity can also
follow the principles
in-house.

Questionnaire, inter-
views, document review,
process observation.
Documentation covers
all security controls

NIST
SP800-
30/39

Focused on technical risk man-
agement of IT systems with a
prescriptive approach. Includes
threats, vulnerabilities, likelihood
and impact - along with control
monitoring and compliance verifi-
cation. People not considered as
a core organisational asset.Strength:Technology-driven

Includes roles and
should be usable by
organisations of all
sizes (albeit it is very
US focused). Free to
access.

Questionnaire, inter-
views, document re-
views. Checklist reports
for operational, man-
agement and technical
security

ISF Broad business impact assess-
ment, practitioner led. Threat, vul-
nerability and impact basedStrength:Business impact-driven

Only available to mem-
bers at cost and requires
a team with expertise in
risk assessment

Information required
on impact of losses.
Reports on business
impact, threat assess-
ment, vulnerability
assessment, security
requirements evaluation
and control selection

FAIR Taxonomy-based - loss events,
threat capability, control strength
and loss magnitude. Scenario
driven with very well defined
measures on economic impact.
People are part of the method,
both internal business and exter-
nal threat actorsStrength: Economic impact-driven

Well-defined method
could be used by a small
internal team. OpenFAIR
standard available via
the Open Group

Information sources
may vary depending
who hold the necessary
information. Reports
on financial loss magni-
tudes
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Methodology Assessment Team and
Cost

Information Gathering
and Reporting

Octave
Allegro

Covers people, technology and
physical security. Identifies core
IT staff. Self-directed methods
intended for internal use, includ-
ing qualitative management and
evaluation workshops linked to
identification of organisational
goals and related assets. Fol-
lowed by threat identification and
mitigation. Qualitative risks (e.g.
reputation, productivity) have rela-
tive impact scores (low, medium,
high multiplied by categorical risk
score) to support prioritisationStrength: Qualitative goal-
oriented focus

Collaborative assess-
ment team from within
and across business
including management,
staff and IT. Free to
access. Documentation
states it is targeted at
organisations with 300+
employees

Workshops and ques-
tionnaires. Baseline
reports profile of prac-
tices, threat profile, and
vulnerabilities

STRIDE Threat assessment method.
Can include people, technology
and physical security. Well doc-
umented and clear approach
based on threats, mitigation
(including tolerance levels for
risk), and mitigation including
who signs off on risk.Strength: Threat-driven

Small threat modelling
team from within and
across business includ-
ing management and IT.
Free to access

Threat workshops.
Graphical threat models
and tables capturing
STRIDE analysis for
systems elements and
interactions.

Attack
Trees

Similar threat assessment to
STRIDE, but more attack-specific,
focusing on key details of attack
methods.Strength: Attack-driven

Small attack modelling
team from within the
business with a techni-
cal focus. Openly acces-
sible method

Attack modelling work-
shops. Attack trees and
quantitative measures
of likelihood of attack
with associated impact.

A list of commonly used system-driven cyber risk management methods can be found at
[73]. Below we provide an overview and identify the attributes that can act as differentiators
based on the core focus of each method. These all focus on system-level risk and, as such,
may require significant human resource effort depending on the size of the organisation. The
main objective of thesemethods is to capture interactions and interdependent aspects of the
system and thus requires extensive engagement with process owners and seeking the ‘right’
people with knowledge of sub-systems.

• Systems-Theoretic Accident Model and Process (STAMP) is an ensemble of methods
used for modelling causation of accidents and hazards, developed at MIT [81]. Initially
focused on safety as a dynamic control problem including direct and indirect causality,
it has also been applied to cyber security (e.g., STPA-Sec) and has a focus on socio-
technical aspects of risk. The method uses a feedback loop with a controller and a
controlled process linked via actuation and feedback. It is based on systems thinking
and involves: identification of system purpose, unacceptable losses, hazards, and con-
straints; development of a hierarchical control structure; identification of unsafe control
actions; and the analysis of causal scenarios that lead to these unsafe control actions.
This can be supplemented by a timeline or sequence of events.Strength: Causality – helps identify risks emerging from subsystem interactions.
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• The Open Group Architectural Framework (TOGAF) [82] is an enterprise architecture
standard that supports component-driven and system-driven approaches to manage
risk. The concept of an enterprise in this context encompasses all the business activi-
ties and capabilities, information, and technology that make up the entire infrastructure
and governance activities of the enterprise. If this extends into partners, suppliers, and
customers, as well as internal business units, then the model can also encompass this
aspect. Risk assessment in TOGAF is based on a qualitative approach combining effect
and frequency labels to produce an overall impact assessment. Risk assessment and
mitigation worksheets are then maintained as governance artefacts [83].Strength: Linked to structured architectural representation of the enterprise.

• Dependency Modelling. The Open Group also developed the Open Dependency Mod-
elling (O-DM) Framework for Goal-oriented risk modelling in a top-down method [84].
This method begins by asking ‘What is the overall goal of the system or enterprise?’
(e.g., continual manufacturing operations), then asks a further question ‘What does this
goal depend on to be successful?’ (e.g., functioning machinery, operational staff, sup-
ply of materials). The method then iterates the questions until a tree of dependencies
is created. Goals are abstract so not dependent on actual processes, and allow a con-
nectionist view of an enterprise, its suppliers, and customers to be developed. Recent
work has developed tools to support the capturing of dependencies in a workshop set-
ting and apply quantitative probabilities to goals, underpinning Bayesian analysis and
modelling cascading failure [85].Strength: Capturing interdependencies between abstract goals that sit above, and are
linked to, actual business processes.

• SABSA [86] is another architecture-based approach. It includes four phases. The first
phase identifies the risk associated with achieving objectives so mitigation plans can
be identified. The output then feeds into the design phase that determines the security
management processes and how they will be used. The third phase implements, de-
ploys and tests the management processes by the operations teams. The final phase
relates to management and measurement, which collects security information and re-
ports to the governance stakeholders. The method is enacted by decomposing busi-
ness processes at different architectural layers, from high-level capabilities (context
and concept) down to logical and physical aspects, technology components and activ-
ities. Risk is addressed at every layer in a top-down approach to managing risk through
activities in all layers, and filtering security requirements from top to bottom to en-
sure cyber risk is considered throughout. Cutting through all layers is a focus on as-
sets (what), motivation (why), process (how), people (who), location (where) and time
(when).Strength: Matrix-structured layered approach linked to business model (could sit within
TOGAF).
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2.6.4 Risk assessment and management in cyber-physical systems and
operational technology
We start with a note on security vs. safety. While traditional IT security (e.g., corporate desk-
top computers, devices and servers) may generally take a risk assessment perspective fo-
cused on minimising access (confidentiality), modification (integrity) and downtime (avail-
ability) within components and systems, theworld of cyber-physical systemsandOperational
Technology (OT) typically has a greater focus on safety. These components and systems,
also known as Industrial Control Systems (ICSs) underpin Critical National Infrastructure
(CNI) such as energy provision, transportation, and water treatment. They also underpin com-
plexmanufacturing systemswhere processes are too heavy-duty,monotonous, or dangerous
for human involvement. As a result, OT risks will more often involve a safety or reliability con-
text due to the nature of failure impacting worker and general public safety and livelihood
by having a direct impact in the physical world. This is perhaps a prime case for the use of
systems-drivenmethods over component-driven, as the former support the abstraction away
from components to high-level objectives (e.g., avoiding death, complying with regulation).
Taking this view can bridge the security and safety perspective and support discussion on
how to best mitigate risk with shared system-level objectives in mind.

Efforts to continually monitor and control OT remotely have led to increasing convergence
of OT with IT, linking the business (and its associated risks) to its safety critical systems.
Technology such as Supervisory Control and Data Acquisition (SCADA) provides capability
to continually monitor and control OT but must be suitably designed to prevent risks from IT
impacting OT. In Europe the Network and Information Systems (NIS) directive [47] mandates
that operators of essential services (such as CNI) follow a set of 14 goal-oriented principles
[48], focused on outcomes broadly based around risk assessment, cyber defence, detection
and minimising impact. Safety critical systems have a history of significant global impacts
when failure occurs in the control systems (e.g., Chernobyl, Fukushima), and the addition of
connectivity to this environment has the potential to further increase the threat surface, in-
troducing the additional risk elements of global politics and highly-resourced attackers (e.g.,
Stuxnet, BlackEnergy). Recent additions to this debate include the uptake and adoption of
IoT devices, including, for example, smart tools on manufacturing shop-floors. These are a
more recent example of an interface to safety critical systems that could offer a window
for attackers to breach systems security. IoT security is in its infancy and the approach to
risk management is yet to be completely understood. The cyber security of cyber-physical
systems, including vulnerabilities, attacks and countermeasures is beyond the scope of this
KA and is discussed in detail in the Cyber-Physical Systems Security Knowledge Area (Chap-
ter 19).

2.6.5 Security Metrics
Security metrics is a long-standing area of contention within the risk community as there is
debate over the value of measuring security. It is often difficult to quantify – with confidence
– how secure an organisation is, or could be. Qualitative representations such as low,medium,high or red, amber, green are typically used in the absence of trusted quantitative data, but
there is often a concern that such values are subjective andmean different things to different
stakeholders. Open questions include: what features of a system should be measured for
risk?, how to measure risk?, and why measure risk at all? Some metrics may be related to
risk levels, some to system performance, and others related to service provision or reliability.
Jaquith provides some useful pointers on what constitutes good and bad metrics to help
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select appropriate measures [64].

Good metrics should be:

• Consistently measured, without subjective criteria.

• Cheap to gather, preferably in an automated way.

• Expressed as a cardinal number or percentage, not with qualitative labels like "high",
"medium", and "low".

• Expressed using at least one unit of measure, such as "defects", "hours", or "dollars".

• Contextually specific and relevant enough to decision-makers that they can take action.
If the response to a metric is a shrug of the shoulders and "so what?", it is not worth
gathering. [64]

Bad metrics:

• Are inconsistently measured, usually because they rely on subjective judgments that
vary from person to person.

• Cannot be gathered cheaply, as is typical of labour-intensive surveys andone-off spread-
sheets.

• Do not express results with cardinal numbers and units of measure. Instead, they rely
on qualitative high/medium/low ratings, traffic lights, and letter grades. [64]

More extensive discussions of options to select metrics, along with case studies can be
found in Jaquith’s book [64].

The work of Herrmann [74] provides a more pragmatic view based on regulatory compliance,
resilience and return on investment. There are examples of metrics that could provide util-
ity in domains such as healthcare, privacy and national security. The perspective on metrics
is grounded in the understanding that we cannot be completely secure, so measuring ac-tual security against necessary security is arguably a defensible approach, and the metrics
described are tailored towardsmeasuring the effectiveness of vulnerability management. Es-
sentially, is it possible to quantify whether the riskmanagement plan and associated controls
are fit for purpose based on the threats identified, and do the metrics provide evidence that
these controls are appropriate? Furthermore, are the controls put in place likely to add more
value in the savings they produce than the cost of their implementation? This point is partic-
ularly pertinent in the current era of Artificial Intelligence technology being marketed widely
at an international level to protect digital infrastructure. With a large price tag there is a ques-
tion mark over an evidence-based understanding of the actual added-value of such security
mechanisms and the cost-effectiveness of such solutions in the light of potential savings.

Jones and Ashenden [87] take an actor-oriented approach to security metrics, providing a
range of scenarios where threats are ranked based on a mixed qualitative and quantitative
method. For instance, nation state threats are based on metrics such as population, liter-
acy and cultural factors; terrorist groups on technical expertise, level of education and his-
tory of activity; and pressure groups are ranked on spread of membership, number of ac-
tivists, and funding. The framework provides a perspective on how to capture measures
that ground threat metrics in information that can support discursive, intelligence-led and
culturally-grounded risk assessment. However, the approach of "thinking like an attacker" or
profiling the adversary has been reported to fail even at nation-state level (with a lot of invest-
ment and intelligence). In an article with President Obama on the complications and failures
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of risk management in the state of Libya, he notes that the US analytical teams underes-
timated the attacker profile (particularly socio-cultural aspects), which led to failure in risk
management [88]. Assuming knowledge of the adversary can be very risky, but metrics to
profile possible threats and attacks (while explicitly accepting our limitations in knowledge)
can be used as part of a threat modelling approach such as STRIDE [75] or Attack Trees [79].
Shostack (the author of [75]) discusses the limitations of attacker profiling in a blog post [89].

While quantitativemetrics framed in this way appear preferable to qualitativemetrics, it is not
always a trivial process to collect consistently measured data, either manually or automated.
This brings us back to the point around communication and agreeing common language in
the risk assessment phase. While metricsmay be limited in their accessibility and consistent
collection, agreeing the upper and lower bounds, or specificmeaning of qualitative labels also
provides a degree of value to measuring the security of a system through well-defined links
between threats and their relationship to vulnerabilities and impact.

2.7 BUSINESS CONTINUITY: INCIDENT RESPONSE AND
RECOVERY PLANNING

[90, 91]

Ultimately, despite all best efforts of accountable individuals or boardswithin a companywho
have understood and managed the risk they face, it is likely that at some point cyber security
defences will be breached. An essential part of the risk assessment, management and gov-
ernance process includes consideration and planning of the process of managing incidents
and rapidly responding to cyber attacks. The aim is to understand the impact on the system
and minimise it, develop and implement a remediation plan, and use this understanding to
improve defences to better protect against successful exploitation of vulnerabilities in future
(feedback loop). This is still a nascent area of cyber security maturity. Organisations typically
prefer to keep information about cyber security breaches anonymous to prevent reputational
damage and cover up lapses in security. However, it is likely that other organisations, includ-
ing competitors will succumb to the same fate in the future, and could benefit from prior
knowledge of the incident that occurred. At a broad scale, this is something that needs to be
addressed, especially given the offensive side of cyber security will communicate and collab-
orate to share intelligence about opportunities and vulnerabilities for exploiting systems. Cer-
tain industries such as financial and pharmaceutical sectors have arrangements for sharing
such intelligence but it is yet to become commonplace for all types of organisations. Large
public consortia such as Cyber Defence Alliance Limited (CDA), Cyber Information Sharing
Partnership (CISP), and the OpenWeb Application Security Project (OWASP) are all aiming to
support the community in sharing and providing access to intelligence on the latest threats
to cyber security. For more detailed information on incident management see the Security
Operations & Incident Management Knowledge Area (Chapter 8).

ISO/IEC 27035-1:2016 [91] is an international standard defining principles for incident man-
agement. It expands on the aforementioned ISO/IEC 27005 model and includes steps for
incident response, including:

• Plan and Prepare: including the definition of an incident management policy and estab-
lishing a team to deal with incidents.

• Detection and Reporting: observing, monitoring detecting and reporting of security inci-

KA Risk Management and Governance | October 2019 Page 43

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

dents.

• Assessment and Decision: determining the presence (or otherwise) and associated
severity of the incident and taking decisive action on steps to handle it.

• Response: this may include forensic analysis, system patching, or containment and re-
mediation of the incident.

• Learning: a key part of incident management is learning –making improvements to the
system defences to reduce the likelihood of future breaches.

The NCSC also provides ten steps to help guide the incidentmanagement process [92] which,
broadly speaking, relate the to thePlan, Detect, Assess, Respondand Learn phases of ISO/IEC
27035. In summary, the steps include:

• Establish incident response capability: including funding and resources, either in-house
or externally to manage incidents. This should include reporting incidents and manag-
ing any regulatory expectations.

• Training: ensuring that necessary expertise is in place to manage incidents (e.g., foren-
sic response and understanding of reporting expectations).

• Roles: assign duties to individuals to handle incidents and empower them to respond
to incidents in line with a clear action plan – and make sure this person is well known
to people who may be likely to identify an incident.

• Recovery: particularly for data and critical applications, make sure a backup is physi-
cally separated from the system – and test the ability to restore from backup.

• Test: play out scenarios to test out the recovery plans; these should be refined based
on practical and timely restoration under different attack scenarios.

• Report: ensure that information is shared with the appropriate personnel internally to
improve risk management and security controls, plus externally to ensure legal or reg-
ulatory requirements are met.

• Gather evidence: forensic responsemay be crucial following an incident – the preserva-
tion of evidence could be critical to legal proceedings or, at a minimum, understanding
the events that led to the breach.

• Develop: take note of the actions taken as part of the incident response. What worked
and what did not? Where could the process be improved? As well as defences, the re-
sponse planmay also benefit from refinement. Security is an ever-evolving issue and re-
quires continual reflection. Security policies, training, and communication may all help
reduce the impact of future breaches.

• Awareness: continue to remind employees of their responsibilities and accountability
regarding cyber security – remind them of how to report incidents and what to look
out for. Vigilance is key whether it involves reporting suspicious behaviour or a known
personal error that has led to a breach.

• Report: Cyber crime must be reported to relevant law enforcement agencies.

As a final word on business continuity we highlight the significance of supply chains. Incident
management approaches along with systems-level risk assessment methods are designed
to enable the capture of risks relating to interactions and interdependent aspects of the sys-
tem, which, of course, can and should include supply chains, but will only do so if due atten-
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tion is given this aspect of risk. Cyber security of supply chains risk, while nascent as a topic
with regards to risk assessment and governance [93][94], is an important issue.

2.8 CONCLUSION
We have explained the fundamental concepts of risk, using a working definition of the pos-sibility that human actions or events may lead to consequences that have an impact on whathumans value, and placed this in the context of cyber risk management and governance. Us-
ing academic foundations that have been widely adopted in international practice, we have
explained the links between pre-assessment and context setting, risk and concern assess-
ment, characterisation and evaluation, management, and governance. Risk governance is
the overarching set of ongoing processes and principles that underpin collective decision-
making and encompasses both risk assessment and management, including consideration
of the legal, social, organisational and economic contexts in which risk is evaluated. We have
defined some of the core terminology used as part of the structured processes that capture
information, perceptions and evidence relating to what is at stake, the potential for desirable
and undesirable events, andmeasures of likely outcomes and impact – whether they be qual-
itative or quantitative.

Amajor aspect of risk is human perception and tolerance of risk and we have framed these in
the extant literature to argue their significance in risk governance aligned with varying types
of risk – routine, complex, uncertain and ambiguous. We have particularly drawn on factors
that influence the perception of risk and discussed how these link to the human factors of
cyber security in the context of security culture. Training, behaviour change, creation of con-
fidence and trust, and stakeholder involvement in the risk governance process have been
highlighted as crucial success factors. This is based on well-established literature that peo-
ple’s intuition and bias will often outweigh evidence about risk likelihood if they believe the
management of the risk is not trustworthy, does not apply to them, or is beyond their control.
We need people to buy into risk governance rather than impose it upon them. Accordingly,
we introduced the concept of balancing accountability with learning, proposing that failures
in the risk governance process should lead to feedback and improvement where individu-
als that may have breached risk management policies should feel able to bring this to the
attention of risk managers without fear of stigmatisation.

We differentiated between system-level risk management that analyses the risk of a system
as a whole and considers inter-dependencies between sub-systems; and component-level
risk management that focuses on risk to individual elements. A number of well-established
risk management methods from the systems and component perspectives were analysed
with core strengths of each highlighted and some insights into how the methods function,
the resources (human and economic) required, and information gathering/reporting require-
ments. While the core principles of risk – based around vulnerability, threat and impact –
exist across all methods, there are individual attributes (we referred to as strengths) of each
method that may make them a better fit to an organisation depending on what the risk stake-
holders require as evidence of exposure. We reflected briefly on the context of safety in risk
assessment for operational technology, which also included the growth of IoT and the need
to consider additional directives for critical national infrastructure risk.

Measuring security and the limitations of metrics were discussed in the context of possi-
ble options for security metrics, as well as differing views in the community on the benefits
and limitations of metricised risk. Finally, we linked to incident response and recovery, which
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should provide a feedback loop to risk management planning within the risk governance pro-
cess. Even with the best laid plans, it is likely a breach of cyber security defences will occur
at some point and, in addition to the cultural aspects of learning and improvements of staff,
we highlighted a number of key steps from international standards that are required to be
considered as part of the governance process.

Risk governance is a cyclical and iterative process, and not something that can be performed
once. The crosscutting aspects of communication, stakeholder engagement and context
bind the risk assessment and management processes and are core to the continual reflec-
tion and review of risk governance practices. Incidents, when they occur, must inform risk
management policy to improve cyber security in future – and we must accept that we will
likely never be completely secure. In line with this, human factors and security culture must
respond to the ever changing need to manage cyber risk, enabling and instilling continual
professional development through education and Just Culturewhere lessons can be learned
and governance methods improved.
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NOTICE AND DISCLAIMER: This knowledge area does not constitute theprovision of legal advice or legal services and should not be relied uponas such. The work is presented as an educational aid for cyber securitypractitioners. Opinions expressed are solely those of the author. Thiswork does not represent official policy or opinion of the NCSC, the gov-ernment of the United Kingdom, any state, any persons involved in itsproduction or review, or any of their staff, employers, funders, or otherpersons affiliated with any of them.
INTRODUCTION
The purpose of this knowledge area is to provide a snapshot of legal and regulatory topics
that merit consideration when conducting various activities in the field of cyber security such
as: security management, risk assessment, security testing, forensic investigation, research,
product and service development, and cyber operations (defensive and offensive). The hope
is to provide a framework that shows the cyber security practitioner the most common cate-
gories of legal and regulatory risk that apply to these activities, and to highlight (where pos-
sible) some sources of legal authority and scholarship.

The nature and breadth of the subjectmatter addressed renders this knowledge area, and the
sources cited, a mere starting rather than ending point. Undoubtedly, some favoured, even
significant, sources of authority and scholarship have been overlooked.

The reader is assumed to hold no formal qualification or training in the subject of law. The
audience is further assumed to bemultinational. To make the material practically accessible
to such a diverse body of cyber security domain specialists, subjects are presented at a level
that would be considered introductory for those who are already well educated in law or
public policy.

The rules of mathematics and physical sciences are both immutable and identical around
the world. Laws and regulations are not. The foundation of the world’s legal and regulatory
systems has formany centuries been based on the principle of territorial sovereignty. Various
international efforts to harmonise differences in laws and regulations have met with variable
degrees of success. In practice, this means that laws and regulations differ – sometimes
significantly – from state to state. These differences are not erased simply because people
act through the instrumentality of cyberspace [95].

This knowledge area, however, addresses a multinational audience of practitioners who will
be called upon to conduct their activities under laws and regulations imposed by different
states - both the home state in which they practice, and foreign states with which they make
contact. While respecting the reality that legal details vary by state, this knowledge area will
attempt to identify some widely shared norms among various systems of domestic law and
regulation, and some aspects of public international law, that may (or should) influence the
work of the security practitioner.

In the search for generalisable norms that retain utility for the practitioner, this knowledge
area focuses primarily on substantive law. Substantive law focuses on the obligations, re-
sponsibilities, and behaviours, of persons. Examples include computer crime, contract, tort,
data protection, etc.

Procedural rules are mostly excluded from coverage. Procedural rules tend to focus on man-
aging the dispute resolution process or specifying methods of communication with a state
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authority. Examples include civil procedure,1 criminal procedure,2 and rules of evidence.3 Al-
though these are significant to the administration of justice, they are often parochial in nature
and bound up with quirks of local practice. Cyber security practitioners who need to become
familiar with the details of these rules (e.g., forensic investigators, law enforcement officers,
expert witnesses, and others who collect or present evidence to tribunals) invariably require
specialist guidance or training from relevant local legal practitioners who understand the pro-
cedural rules of a given tribunal.4

As with many efforts at legal taxonomy, the difference between substance and procedure
is imprecise at the boundary. The test for inclusion in this knowledge area is less to do with
divining the boundary between substance and procedure, and springs instead from the desire
to make normative statements that remain useful to practitioners in a multinational context.

Section 3.1 starts the knowledge area with an introduction to principles of law and legal re-
search, contrasting the study of law and science and explaining the role of evidence and
proof. Section 3.2 then explores various aspects of jurisdiction in an online environment.

Sections 3.3 and 3.4 discuss general principles of privacy law (including interception of com-
munications) and the more detailed regulatory regime of data protection law. Section 3.5
presents an outline of computer crime laws, and more specifically crimes against informa-
tion systems.

Sections 3.6 and 3.7 provide an introduction to principles of contract and tort law of interest
to practitioners. Section 3.8 provides a general introduction to relevant topics in intellectual
property, while Section 3.9 provides an overview of laws that reduce liability of content inter-
mediaries.

Sections 3.10 and 3.11 address a few specialist topics, with an exploration of rights and re-
sponsibilities in trust services systems and a brief survey of other topics of interest such
as export restrictions on cryptography products. Sections 3.12, 3.13, and 3.14, conclude the
knowledge area with a survey of public international law, ethics, and a checklist for legal risk
management.

The author of this knowledge area is trained in the common law5 (nearly ubiquitous in an-
glophone territories) and experienced in international commercial legal practice conducted
in London. Examples of legal norms are therefore drawn from common law (as interpreted
by different states), various anglophone statutes and case decisions, European Union law,
and public international law.6 The author welcomes thoughtful correspondence confirming,
further qualifying, or challenging the normative status of issues presented.

Finally, a note on terminology and presentation. ’Alice’ and ’Bob’ and similar terms are used
in an effort to present ideas in a form likely to be familiar to security practitioners. There
is one significant difference in how these terms are used. In most of the technical security
literature ’Alice’ and ’Bob’ refer to technological devices. In this knowledge area, however,
’Alice’ and ’Bob’ refer to persons.7 Unusually for CyBOK (but in common with legal research
and scholarship) this knowledge area makes extensive use of notes. Notes are used for a
variety of purposes, including providing specific examples, further explanation of issues, and
additional argument in support of or against a given a proposition. In some circumstances
notes have been used to suggest potential future legal developments, subjects worthy of
further study, or to provide other comments.8
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CONTENT

3.1 INTRODUCTORY PRINCIPLES OF LAW AND LEGAL
RESEARCH
Cyber security practitioners and researchers come from an incredibly wide array of educa-
tional backgrounds. Experience teaching legal and regulatory subjects to cyber security post-
graduate students, and providing legal advice to cyber security practitioners, suggests that
much of this knowledge area’s content will be novel to those whose education is based in sci-
ence, technology, engineering, mathematics, many social sciences, and many of the human-
ities. These introductory observations are offered as an aid for those who are approaching
the subject without significant experience.

3.1.1 The nature of law and legal analysis
Although the reader is assumed to have some degree of familiarity with the process of law
making and law enforcement, a review of some of the most common sources of law should
help to orient those who are unfamiliar with legal research and analysis.

Law should be analysed with rigorous logic. Unlike scientific disciplines such as physics or
mathematics, however, the study of law is not conceptualised as an effort to discover im-
mutable principles of ourworld. Law is bound togetherwith social and political values, human
desire, and human frailty [96].

Society influences the development and interpretation of law even as law influences the be-
haviour of members of society. Societies evolve and values change. Changes to law and to
methods of interpreting law tend to follow.9 This creates a number of challenges for legal
scholarship,10 as the topic under study continues to change.11 Perhaps as a result the study
of law is often presented in the formof historical dialectic: examining the evolution of law and
its interpretation over time, often through case studies. This method provides all-important
context, aids in the interpretation of law as it exists, and often suggests the direction of future
developments.

The study of law endeavours to share at least one characteristic with the sciences: the ability
to predict outcomes.While sciences like chemistry predict the outcome of events such as the
introduction of solid sodium to liquid water, the study of law attempts to predict the outcome
of disputes submitted to a suitably expert legal tribunal. Although the study of law can never
predict outcomesof disputewith 100%certainty, in stateswithwell-developed systemsof law
and well-qualified adjudicators, it is possible to achieve a degree of predictability of outcome
that is sufficiently high to maintain confidence in the system as a whole.12

Legal studies often begin with a mechanistic review of the governance processes surround-
ing the adoption and enforcement of law. Laws aremade (legislative authority), laws are inter-
preted (judicial authority), and laws are enforced (executive authority). Understanding differ-
ent governance structures adopted by states to manage these three processes requires an
examination of comparative constitutional law which is beyond the scope of this knowledge
area.

Most legal research and analysis proceeds on the basis of argument from authority, drawn
from an analysis of historical texts that embody expressions of law. There follow a few obser-
vations about differing sources of legal authority and how these vary in different contexts. No
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standards body exists to harmonise the definition of legal terms of art as they are used by dif-
ferent states. Confusion over legal terminology is therefore commonplace in a multinational
context.

Primary legislation. In both common law13 and civil law14 jurisdictions, primary legislation (typ-
ically a statute such as an Act of Parliament in the UK, or an Act of Congress in the US) is the
most easily understood embodiment of ’the law’. In civil law jurisdictions primary legislation
typically takes the form of adopting or amending a comprehensive legal code.15 A statute (a
law promulgated by a legislature) should be distinguished from a bill (a draft law which may
or may not be adopted as a statute)16 which normally has no force of law.17

Secondary legislation. Sometime a degree of law-making authority is delegated by a senior
legislative body (such as the UK Parliament or the US Congress) to some other agency of the
state (such as the Foreign Minister of the UK or the US Commerce Department). Delegation
is often made for reasons of technical expertise, or the need for frequent periodic review of
adopted rules. Laws promulgated by such subordinate agencies are generally termed sec-
ondary legislation. The term ’regulation’ is sometimes used colloquially to refer to secondary
legislation as distinct from primary legislation.

European Union legislation. A ’Directive’ of the European Union (formerly European Economic
Community) is a specific type of primary legislation addressed to the member states of the
Union. Each member state is required to examine the terms of the Directive, and then to im-
plement these terms within its own domestic law within a specified time frame. Directives
are normally said to lack ’direct effect’ in member state law, with some exceptions. By con-
trast, a European Union ’Regulation’ constitutes immediately applicable binding law within all
member states.18

Judicial decisions. In common law jurisdictions, the published decisions of domestic courts
that interpret the law tend to constitute significant and binding interpretative authority de-
pending upon the seniority and jurisdiction of the court. Decisions by the courts of foreign
states may constitute persuasive authority, or indeed their interpretation of the law may be
ignored entirely.19 In civil law jurisdictions, the decisions of judges are generally accorded
less interpretive authority than similar decisions in a common law jurisdiction.

Codes. In legal research, ’code’ can refer to any systemised collection of primary legislation,20
secondary legislation,21 model laws,22 or merely a set of rules published by public or private
organisations.23

Restatements of the law. A restatement of the law is a carefully constructed work, normally
undertaken by a committee of legal experts over a number of years, which seeks to explain,
clarify, and codify existing law. Although restatements are not normally considered a source
of mandatory authority, as carefully considered expressions of expert opinion they are often
extremely influential.24

Treaties. Treaties are instruments of agreement among and between states. In some states,
the legal terms of a treaty are automatically carried into operation of a contracting state’s
domestic law once the state has fully acceded to the treaty. In others, domestic law is not
amended unless and until the domestic legislature acts to amend domestic law in accor-
dance with the treaty requirements. (Public international law is discussed in Section 3.12.)

Scholarly articles. Within common law jurisdictions, scholarly articles written by legal aca-
demics can constitute a type of persuasive, albeit weak, authority. Judges typically adopt the
arguments of legal scholars only to the extent that the scholar’s work persuades a jurist to
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adopt their view. Inmany civil law systems, by contrast, scholarly articles by leading legal aca-
demics may be accorded significant deference by tribunals who are called upon to interpret
the law.

3.1.2 Applying law to cyberspace and information technologies
The birth of cyberspace caused a great deal of anxiety with regard to the application of laws
and regulations to this new domain.

Two prevailing schools of thought emerged. The first school posited that cyberspace is so
radically different from anything in human experience, that old laws were unsuitable and
should be widely inapplicable to actions taken using this new domain. Law makers and
judges were encouraged by this school to re-examine all doctrines afresh and to abandon
large swathes of precedent when considering disputes. Radical proponents of this viewwent
so far as to deny the authority of sovereign states to enforce laws and regulations in the con-
text of Internet-related activities [97].

The second school held instead that the Internet is, like so many tools developed in human
history, merely an instrumentality of human action. As such, laws could – and perhaps should
– continue to be applied to personswho use cyberspace inmost respects just as they applied
before it existed [98, 99, 100].Members of this second school described a ’cyberspace fallacy’
– the false belief that cyberspace was a legal jurisdiction somehow separate and distinct
from real space [101].25

For the time being, the second school has almost universally prevailed with state authorities
[95, 102, 103, 104]. The practitioner is confronted with the reality that existing laws, some cen-
turies old and some amended or born anew each year, are applied by states, their lawmakers,
judges, police and defence forces to cyberspace-related activity whether or not cyberspace
was expressly contemplated by those same laws.26

One must be cautious when attempting to map legal rules onto activities. While lawyers and
legal scholars divide the law into neat categories, real-life and cyber operations do not always
fit neatly within a single category. For example, a single data processing action that does not
infringe copyright and is not defamatory may still constitute a violation of data protection
rights. Any given action should be assessed by reference to whatever laws or regulations
present risk. The problem of conflicting obligations that can arise as a result of multi-state
regulation is introduced in Section 3.2.

Practitioners increasingly ask questions concerning the application of law to artificial intel-
ligence. Laws are generally framed to influence and respond to the behaviours of persons,
or to address the disposition or use of property. (This can be seen in the discussion of en-
forcement jurisdiction in Section 3.2.3.) Instances of artificial intelligence are not currently
defined as persons under the law.27 Therefore an AI, as such, cannot be guilty of a crime, en-
ter into a contract, own property, or be liable for a tort. If an object controlled by an AI causes
harm, the law would normally be expected to look beyond the AI to the persons who created
or made use of it and the responsibility of such persons would be assessed using existing
legal standards. This subject is explored briefly in Section 3.7.2, which touches upon circum-
stances where persons could become strictly liable for AI-related actions which cause death
or personal injury.28
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3.1.3 Distinguishing criminal and civil law
3.1.3.1 Criminal law

Criminal law is the body of law that prohibits behaviour generally abhorred by society. Crimi-
nal law is normally enforced by an agency of the state. Examples include prohibitions against
bank fraud and computer hacking. Depending upon the society in question, the purposes of
criminal law are usually described as some combination of:

• deterrence (seeking to deter bad behaviour, for both members of society generally and
a criminal specifically);

• incapacitation (limiting the ability of the criminal to further harm society);

• retribution (causing a criminal to suffer some type of loss in response to crime);

• restitution (causing a criminal to compensate a victim or some related person);

• rehabilitation (seeking to change the long-term behaviour of a criminal).

Terms such as ’guilty’ and ’innocent’ are normally reserved as descriptions of verdicts (out-
comes) in a criminal case. These terms should not be used when referring to outcomes of
civil actions.

Punishments available in criminal law include custodial prison sentences, criminal fines nor-
mally remitted to the state, seizure and forfeiture of criminal proceeds, and financial or other
restitution remitted to victims.

There is often no requirement for an accused to have understood that their actions were
defined as criminal, although states normally must prove that the accused intended to take
those actions. Some crimes are defined in a fashion that guilt only attaches if the state can
prove that the accused was aware that they were doing something ’wrong’.29 An accused,
therefore, may not be able to escape criminal liability by suggesting, or even proving, that an
act was undertaken with good intentions or otherwise ’in the public interest’.30

3.1.3.2 Civil (non-criminal) law

Civil law31 is the area of law that regulates private relationships among and between persons.
Examples include the laws of contract and negligence. A person injured as a result of breach
of civil law can normally bring legal action against the responsible party.

Remedies available under civil law (depending on the circumstances)may include some com-
bination of:

• an order for the liable party to pay compensation to the injured party;

• an order to terminate some legal relationship between the parties;

• an order for the liable party to discontinue harmful activity; or

• an order for the liable party to take some type of affirmative act (e.g., transferring own-
ership of property).

The principles of civil law are often crafted in an effort to redress negative externalities of
behaviour in a modern economy. This makes civil law especially interesting in cyber security,
as poor security in the development of ICT products and services is a sadly recurring negative
externality that often falls short of criminal behaviour [105]. Policy makers hope that people
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who become aware that certain types of risk-taking carry an associated liability for resulting
harm will alter their behaviour for the better.

3.1.3.3 One act: two types of liability & two courts

A single act or series of connected acts can create liability simultaneously under both crim-
inal and civil law. Consider the act of Alice making unauthorised access to Bob’s computer.
Her actions in turn cause Bob’s LAN and related infrastructure to fail. Alice’s single hacking
spree results in two types of liability. The state can prosecute Alice for the relevant crime (i.e.,
unauthorised access, see Section 3.5) and Bob can bring a civil legal action (i.e., negligence,
see Section 3.7.1) against Alice.

The two types of legal action would normally be contested in two separate tribunals, and
subject to two different standards of proof (see Section 3.1.4).32 The purpose of the criminal
case is to protect the interests of society as a whole, while the purpose of the civil case is to
compensate Bob.

3.1.4 The nature of evidence and proof
The concept of ’proof’ in law is different from the term as it is used in the field ofmathematics
or logic. This can create confusion in discussions of cyber security topics and the law.

In law, to ’prove’ something means simply to use permissible evidence in an effort to demon-
strate the truth of contested events to a fact finder to a prescribed degree of certainty. Per-
missible evidence can take a variety of forms. Subject to the rules of different legal systems,
evidence might include direct witness testimony, business records, correspondence, surveil-
lance records, recordings of intercepted telephone conversations,33 server logs, etc.34

As a gross generalisation, legal analysis in a dispute consists of two elements. A ’fact finder’
(a judge, jury, regulator, etc.) must first consider competing versions of events and establish a
factual narrative or ’finding’. This factual narrative is then subjected to analysis under relevant
law.

A person who brings a legal action is said to carry the burden of proof with respect to the
elements that define their right of action. This is also known as proving the claiming party’sprima facie case. An accused then bears the burden to prove affirmative defences which
might serve to reduce or eliminate their liability.35

The applicable standard of proof, which is to say the degree of certainty thatmust be achieved
by the fact finder to reach a finding on a given contested issue, depends upon the issue under
consideration. A non-exhaustive sample of different standards of proof used in various legal
contexts is presented in Table 3.1.
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3.1.5 A more holistic approach to legal risk analysis
Those who approach the study of law for the first time often fall victim to seeing only one
aspect of the law: ’the rules’. More specifically, the elemental framework from a given law
which defines the evidentiary burden to be met by a person seeking to prove the guilt or
liability of a second person. This ignores other factors that must be taken into account when
analysing legal risk.

Consider a circumstance in which Alice has some right of action against Bob. (Alice could
be a state considering prosecution of Bob for a crime or Alice could be a person considering
a civil law suit against Bob for breach of contract or tort.) Alice might pursue a legal action
against Bob, or she might not. If Alice pursues legal action against Bob, she might win the
action or she might lose. Bob must take different factors into consideration when analysing
the relevant risk of Alice taking legal action.

It may aid understanding to consider a function:

R = f(P,D,Q,X)

in which:

R = the risk-weighted cost to Bob that Alice will commence and win this
legal action;

P = Alice’s relative ability (using admissible evidence) to prove her prima fa-cie case against Bob (adjusted by Bob’s ability to rebut such evidence);
D = Bob’s relative ability (using admissible evidence) to prove any affirma-

tive defence that might reduce or eliminate Bob’s liability (adjusted by
Alice’s ability to rebut such evidence);

Q = the total cost to Bob (other than transaction costs) if Alice pursues and
wins her legal action; and

X = a variety of additional factors, such as Alice’s willingness and ability to
commence legal action, Bob’s willingness and ability to defend, Alice’s
ability to secure enforcement jurisdiction over Bob or his assets, plus
transaction costs such as investigation costs, legal costs, and court
costs.

The purpose of the function above ismerely to highlight that legal risk analysis involvesmore
than consideration of ’the rules’.36 Thus, the discussions of substantive law in this knowledge
area (e.g., data protection, criminal law, contract, tort) begin with some examination of the
framework used to prove liability (P ). Discussion also touches on some affirmative defences
(D) as well as relevant penalties and remedies (Q). The knowledge area gives significant,
separate, consideration to the problem of jurisdiction (which falls within X). In assessing
each of these factors, one must also consider the probative value of available evidence as
well as the relevant standard of proof to be met in each element (see Section 3.1.4).

Some areas of risk, such as risks related to transaction costs including mechanisms that
may shift some transaction costs from winner to loser (which also fall within X), are highly
individualised and process-oriented and beyond the scope of this knowledge area.

The issues introduced here significantly underpin the observations concerning legal riskman-
agement in Section 3.14.
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Standard of
proof

Degree of Certainty Re-
quired

Example context

Beyond a rea-
sonable doubt.

Extremely high. Almost
incontrovertible. No other
reasonable explanation
exists to make sense of
the evidence.

States are most often required to meet this, or a similar
standard, in proving the elements of a crime for a fact
finder to hold an accused person guilty. This higher stan-
dard is heavily influenced by notions of human rights
law because individual life and liberty are at stake.

Clear and
convincing
evidence.

Reasonably high certainty.
Much more than simply
’probable’.

This standard of proof is used in US law, for example,
when a court is asked to invalidate a previously granted
patent. The burden of proof placed upon the person
seeking to invalidate the patent is set high because this
would deprive a rights-holder of property previously
granted by the patent office.

This phrase is also used to describe the standard
to be met by prisoners who challenge the validity of
their criminal conviction in US federal courts using
a habeas corpus petition long after normal routes of
appeal have been exhausted. In this circumstance, the
higher standard is required as a means of preserving
the integrity of the original criminal justice process
(including the original appeals) while not foreclosing
all possibility of post-conviction review.37

Preponderance
of evidence.

Balance of
probabilities.

More probable than not.

Greater than 50%.

When weighed on the
scales of justice, the
evidence on one side is
at least a feather-weight
greater than the other.

The most common formulations of the standard of
proof required to prevail in a civil case.

Probable cause. The evidence suggests
that the target of an inves-
tigation has committed a
crime, although evidence
is not yet conclusive.

The standard required in the US to persuade a judicial
officer to issue a search warrant or arrest warrant. This
standard serves to filter out trivial or unsubstantiated
requests to intrude into privacy or detain a suspect.

Reasonable sus-
picion.

The standard typically required in the US to justify a
police officer temporarily stopping and questioning a
person. This lower standard is often justified on policy
grounds of minimising threats to the safety of police
officers.

This phrase has also been suggested by the United
Nations High Commissioner for Human Rights on the
right to privacy in the digital age as a threshold for
justifying state electronic surveillance [106].

Table 3.1: Example Standards of Proof

KA Law & Regulation | October 2019 Page 58

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

3.2 JURISDICTION
[95, 107, 108, 109, 110, 111]

Cyberspace enables persons located in different states to communicate with one another in
a fashion that is unprecedented in history. Once-unusual international contacts and relation-
ships have become commonplace. Those who face a potential threat of enforcement by a
person in a foreign state must consider a few threshold questions before the relevant legal
risk can be analysed: jurisdiction and conflict of law.

Jurisdiction describes scope of state authority and the mechanisms used by a state to as-
sert power. Private international law, or conflict of law, examines how to determine which
domestic state law(s) will be applied to resolve certain aspects of a given dispute. This sec-
tion of the knowledge area discusses jurisdiction. Conflict of law is addressed separately in
the context of individual substantive headings of law.

Many of the principles concerning jurisdiction and conflict of law are not new. What has
changed are the larger numbers of people who benefit from considering these principles
now that persons are facing cross-border legal responsibilities at increased rates.

3.2.1 Territorial jurisdiction
The term ’jurisdiction’ is often used in a rather informal manner to refer to a state, or any po-
litical sub-division of a state, that has the authority to make or enforce laws or regulations.38
In this sense, the term is nearly synonymous with the territory of that state or its political sub-
division. The purpose of this section, however, is to focus more specifically on the territorial
extent of a state’s power – its territorial jurisdiction.39

When reviewing legal risks from multi-state activities conducted via cyberspace, it may be
helpful to consider three different aspects of jurisdiction: prescriptive jurisdiction, juridical
jurisdiction, and enforcement jurisdiction.

Prescriptive jurisdiction describes the scope of authority claimed by a state to regulate the
activities of persons or take possession of property. Law makers normally adopt laws for
the purpose of protecting the residents of their home state and may declare their desire to
regulate the actions of foreign-resident persons to the extent that such actions are prejudicial
to home state-resident persons.

Juridical jurisdiction describes the authority of a tribunal to decide a case or controversy. The
rules of such jurisdiction vary widely from tribunal to tribunal. In civil cases, courts usually
demand a minimum degree of contact between the residential territory of the court and the
property or person against which legal action is taken. Such minimum contact might involve
obvious examples such as the presence of a branch office. It might be extremely minimal,
indeed, resting upon little more than correspondence soliciting business from a resident of
the court’s territory.40 In the context of criminal prosecutions, courts normally demand the
physical presence of an accused before proceedings commence. Some states allow courts
to make exceptions to this rule and are prepared to conduct a criminal trial in absentia if the
defendant cannot be found within the territorial jurisdiction of the court.

Enforcement jurisdiction describes the authority of a state to enforce law. This is sometimes
described as police power, power to arrest and detain, authority to use force against persons,
etc. In civil matters, this may describe other methods used to project force over persons or
property resident in a territory, such as seizing plant and equipment, evicting tenants from
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property, garnishing wages, seizing funds on deposit with a bank, etc. In practice, enforce-
ment jurisdiction is limited by the ability of the state and its agents to project power over the
objects of enforcement.41

3.2.2 Prescriptive jurisdiction
It has long been commonplace for states to exert a degree of prescriptive and juridical juris-
diction over non-resident persons who solicit business relationships with residents. A theory
often espoused is that non-resident persons who remotely solicit or enter into business rela-
tionships with residents avail themselves of the benefits of the domestic market and, there-
fore, become amenable to the rules of that market. This principle long predates the Internet.

More controversial are cases where a non-resident person is not soliciting business from
a state resident but may nonetheless be acting in a fashion which somehow harms state
residents. Some of the best-known examples arise in competition law (a.k.a. anti-trust law).
These cases follow a familiar pattern. A cartel of persons who produce commodities (e.g.,
bananas, aluminium,woodpulp, diamonds) outside of the state’s territory, convene ameeting
that also takes place outside the state’s territory. In thismeeting the cartelmembers conspire
to fix thewholesale prices of a given commodity. This kind of offshore price-fixing conspiracy,
which would be disallowed if it took place within the state’s territory, eventually results in
inflated prices inside the state as well. The only communication between the prohibited act
(price fixing) and the state is the price inflation in the overseas (exporting) market, which in
turn causes inflation of domestic (importing) market prices.

At the start of the twentieth century the notion of applying a state’s domestic competition law
to such overseas activity was considered wholly inappropriate [112]. The growth of interna-
tional trade in the modern economy, however, caused courts to reconsider this position. US
courts decided in 1945 that extending prescriptive jurisdiction to foreign price-fixing activity
was justified due to the consequential harm to the domestic market and the sovereign inter-
est in protecting the functioning of that market [113]. A substantially similar (if not identical)
doctrine was announced in 1988 by the European Court of Justice when applying European
competition law [114, 115]. Although these jurisdictional theories have been criticised, they
are now exercised routinely.

States also claim prescriptive jurisdiction over some actions taken by their own nationals
while present in a foreign state even if no express ’effect’ is claimed within the territory of
the home state. Examples include laws prohibiting bribery of foreign officials [116] and laws
against child sex tourism [117, 118]. Statesmay also claimprescriptive jurisdiction over violent
acts committed against a state’s own nationals outside of the state’s territory by any person,
especially in cases of terrorism.42

Instances where more than one state claims jurisdiction over a single act or occurrence are
not uncommon. Claims of prescriptive jurisdiction tend to be founded on notions of protect-
ing the interests of a state and its residents. Some of the rules of jurisdiction have been
adopted with a view to reducing instances where persons might face irreconcilable conflict
between the mandates of two states. Although such irreconcilable conflicts are less com-
mon than some might believe, they still arise from time to time. In cases where a person
faces an irreconcilable conflict of mandates imposed by two states, the person is required
to make hard choices. For businesses, these choices often involve changing business pro-
cesses, structure or governance to avoid or limit the potential for such conflicts.
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3.2.2.1 Prescriptive jurisdiction over online content

Numerous court decisions around the world have confirmed the willingness of states to
assert prescriptive jurisdiction over actions where criminal or tortious content originates
from outside of the state’s territory, is transferred via the internet, and displayed within the
state’s territory. Examples of laws that have been enforced on this basis include copyright,
defamation, gaming/gambling services, and state-specific subject matter prohibitions such
as the prohibition against displaying or offering for sale Nazi memorabilia within France
[95, 107, 108, 119].

These exercises of jurisdiction do not necessarily rest on the more attenuated ’effects doc-
trine’ used in competition law. Courts seem willing to interpret domestic law in a fashion
which asserts prescriptive jurisdiction, and then to assert their own juridical jurisdiction on
the basis that content is visible to persons within the state irrespective of the location of
the server from which it originates. In this fashion, the offending act (e.g., copying, publish-
ing, transmitting, displaying, offering for sale) is said to take place within the state asserting
jurisdiction.

3.2.2.2 Prescriptive jurisdiction over computer crime

States adopting computer crime laws often legislate to include cross-border acts. As a result,
it is common for a state with such laws on their books to exercise prescriptive jurisdiction
over persons – no matter where they are located – who take actions directed to computer
equipment located within the state. Similarly, persons who act while physically located within
the state’s territory are often caught within the scope of the criminal law when conducting
offensive operations against computers resident in foreign states [109, 110, 111, 120, 121].
Public international law recognises such exercises of prescriptive jurisdiction as a function
of territorial sovereignty ([104] at R.1-4, R.10).

When a hacker who is physically present in one state directs offensive activity to a computer
in another state, that hacker may violate the criminal law of both states. If the relevant hack-
ing activity does not constitute a crime in the first state for whatever reason,43 it may still
constitute a crime under the law of the second state where the target computer is located
[120, 121].

3.2.2.3 Prescriptive jurisdiction and data protection (GDPR)

GDPR brought about a significant change in the territorial prescriptive jurisdiction of Euro-
pean data protection law [122].

GDPR, in commonwith its predecessor 1995 legislation, applies first to any ’processing of per-
sonal data in the context of the activities of an establishment of a controller or a processor
in the Union, regardless of whether the processing takes place in the Union or not’ (Art. 3(1)).
The term ’establishment of a controller’ as used in EU data protection law generally, is extraor-
dinarily broad when compared with other commonly understood legal principles. Creating or
maintaining an establishment in the territory of the EUmerely means the ability to direct busi-
ness affairs or activities. This definition is not restricted by the usual niceties of corporate
or international tax law. A holding company in the US, for example, can be deemed to have a
personal data processing establishment in the EU through the non-processing activities of its
wholly owned subsidiary [123]. Thus, legal persons that have no ’permanent establishment’
or ’taxable presence’ in the EU for purposes of analysing direct tax liability may nonetheless
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be deemed to be carrying out data processing in the context of an ’establishment’ in the EU
for the purposes of analysing GDPR liability.

GDPR now also asserts prescriptive jurisdiction over the personal data processing activities
of any person, anywhere in the world, related to offering goods or services to data subjects
in the EU (Art. 3(2)(a)). Prescriptive jurisdiction is believed to extend only to circumstances
when the supplier volitionally offers such goods or services to data subjects in the EU.

Finally, GDPR applies to any person who monitors the behaviour of data subjects located in
the EU, to the extent that this monitored behaviour ’takes place in’ the EU (Art. 3(2)(b)). This
heading of jurisdiction appears to have been motivated primarily by the emergence of ser-
vices which monitor and analyse a variety of human behaviours including actions performed
by persons using web browsers, or physical movement patterns exhibited by persons on the
ground such as shopping behaviour.

Persons located outside the EU, who are nonetheless subject to the prescriptive jurisdiction
of GDPR because they offer goods or services to, or monitor the behaviour of, persons resi-
dent in the EU, are often required to appoint a representative in the EU (Art 27; Recital 80).

Interpreting the scope of GDPR’s territorial jurisdictional can be difficult, especially given the
rapid emergence of new forms of online services. The European Data Protection Board is
expected to finalise formal guidance in due course [124].

3.2.3 Enforcement jurisdiction
While it is relatively easy to imagine a state exercising broad prescriptive and juridical jurisdic-
tion over activities and controversies, more difficult questions arise with respect to enforce-
ment jurisdiction: how a state practically enforces its rules.

As a general proposition, one state has no right under public international law to exercise
enforcement jurisdiction within the territory of another state ([104] at R.11).44

This section considers some of themore common enforcement mechanisms used by states
in a cyber security context. Enforcing the law tends to turn on three different mechanisms
of state power: power over persons (in personum jurisdiction), power over property (in rem
jurisdiction), and requests or demands for international assistance.

3.2.3.1 Asset seizure and forfeiture generally

It is common to assert in rem jurisdiction over the property or other legal rights that are
present within a state’s territory and amenable to that state’s police powers. The state might
seize such property in an effort to compel attendance at court proceedings, or eventually
sell the property to meet the financial obligations of an absent person. Examples of objects
seized for this purpose include immovable property such as office buildings or factories,
movable property such as plant and equipment, trucks, maritime vessels, or merchandise
in transit, and intangibles such as intellectual property rights or rights to withdraw funds on
deposit with a bank.
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3.2.3.2 Seizure and forfeiture of servers, domain names, and registries

When a server located in a state is used to conduct activity that constitutes a crime in that
state, seizing the server as an enforcement mechanism might be considered. Moving be-
yond the server, however, US law enforcement authorities have also used in rem jurisdiction
for seizure and forfeiture of domain names where the domain TLD registry is maintained in
the US. Actions for infringement of trademark rights have used similar in rem powers for do-
main name seizure and forfeiture. This is a potentially interesting enforcement tool in the US,
especially as TLD registries administered and maintained from within the territory of the US
include ’.com’, ’.org’ and ’.net’ [125, 126].

Similar in rem powers have been asserted by various states to regulate the administration of
the ccTLD registry associated with their state, or to forcibly transfer the administration and
operation of the ccTLD to a different in-state administrator [127].45

3.2.3.3 Territorial location of the right to demand repayment of bank deposits

Efforts to enforce laws that freeze or otherwise restrict depositor access to funds on deposit
have raised difficult questions about the territorial scope of state enforcement authority. As-
set freeze orders directed to enemy states or their citizens are not unusual, especially at
times of international conflict.

A case highlighting limits of this power arose from the 1986 order issued by the United States
mandating the freeze of assets held by the state of Libya. This order by the Reagan adminis-
tration was unusual. In addition to mandating the freeze of money on deposit in the United
States, it also ordered any US personwhomaintained effective control over any bank account
anywhere in the world to freeze money on deposit in any of these global bank accounts.

The LibyanArab ForeignBank (a state-owned Libyan bank) took legal action against USbanks
in the courts of England demanding the repayment of deposits (denominated in US dollars)
held in London branches. The resulting English court judgmentmakes for interesting reading,
as the court discussed at length the extensive role of electronic funds transfer systems in
international banking at that time. Having looked at the question, however, the dematerialised
nature of funds transfers ultimately had almost no impact on the outcome of the case. The
court held that money deposited with the London branch of a bank constitutes a legal right
for the depositor to demand payment of that money in England [128, 129].46

In other words, a bank accountmay be conceptualised as being situatedwithin the territory of
the state in which the branch to which the deposit is made is located. This analysis continues
to apply if the relationship is carried out entirely through online interactions, and indeed even
if the depositor remains offshore and never attends the branch in person.

KA Law & Regulation | October 2019 Page 63

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

3.2.3.4 Foreign recognition and enforcement of civil judgments

A civil judgment issued by the court of one state may under certain circumstances be en-
forced by the courts of a friendly second state. This is normally achieved when the prevailing
party transmits the judgment to the courts of the second state where the adverse party has
assets, requesting enforcement of the judgment against those assets. Foreign recognition
and enforcement of civil judgments is often granted under the principle of comity: a doctrine
which can be expressed in this context as, ’We will enforce your civil judgments because, as
a friendly state, we anticipate you will enforce ours.’47

A foreign court’s willingness to enforce such civil judgments is not universal. Requests for
civil enforcement are sometimes rejected for policy reasons. Nonetheless, this remains a
relatively commonmechanism in the context of judgments for money damages arising from
many contract and tort disputes.

3.2.3.5 The arrest of natural persons in state territory

It is normally straightforward for police officers to arrest persons present within their state’s
territory. When a criminal suspect is outside the state’s territory, officials are sometimes able
to arrest that suspect when they subsequently appear in state – whether or not it was an
intended destination. Law enforcement officers can normally arrest the accused upon their
arrival in state territory.48

State authorities can normally exercise the power of arrest on any seagoing vessel within the
state’s territorial waters, as well as vessels registered under the flag of the arresting state
when in international waters. Additional maritime enforcement scenarios are possible [130].

3.2.3.6 Extradition of natural persons

If an accused criminal is not present within the state, a traditional method of obtaining cus-
tody is to request extradition from another state [109, 111]. Extradition is normally governed
by bilateral extradition treaties, and is normally only allowed when the alleged criminal act
constitutes a crime in both states (the requirement of dual criminality).

If two states that are contracting parties to the Budapest Convention (see Section 3.5.1)main-
tain a bilateral extradition treaty between them, the Convention obliges them to incorporate
within their extradition procedures those computer crimesmandated by the Convention. The
Convention can (optionally) also serve as an independent legal basis for extradition between
two contracting states which do not maintain a bilateral extradition treaty [120] at Article 24.

Extradition has a troubled history in cyber security. Extradition requests for accused cyber
criminals might be denied by another state for a number of reasons: lack of an extradition
treaty between the two states, lack of dual criminality, public policy concerns over the severity
of punishment to be imposed by the requesting state, and concerns for the health or welfare
of the accused, are all reasons that have been cited for refusal to grant the extradition of
persons accused of cybercrime [107].
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3.2.3.7 Technological content filtering

Technological intervention can be adopted as a practical expression of state power – either
by a state directly ordering such intervention, or by other persons adopting a technical inter-
vention to avoid or limit liability.

Content filtering is merely one type of technological intervention that can be used to enforce
law or to reduce the risk of adverse enforcement activity. This approach fits generally within
the concept explored by Lawrence Lessig and expressed with the phrase, ’code is law’ [98].49

An enforcing state can direct an enforcement order to a person mandating that they filter
content at the point of origination, whether the content is hosted on an in-state or out-of-state
server [119]. Such an order carrieswith it the implicit or explicit threat that failure to implement
the order could result in the use of other,more aggressive, enforcementmechanismsdirected
to in-state persons or property.

If an out-of-state person who originates or hosts offending online content from out-of-state
infrastructure fails or refuses to filter it, the enforcing statemight look to other technologically-
based enforcement methods. A state might issue an order to in-state ISPs to block the in-
state receipt of offending content [131]. Although such technical mechanisms are far from
perfect (as is the case with any border enforcement technology), they may be sufficiently
effective to accomplish the purpose of the enforcing state.

Filtering efforts are also initiated in the absence of specific state enforcement activity. Per-
sons create and impose their own filters at point of origin to limit content transfers to states
where filtered content might result in liability.50 Filtering efforts can be conducted collabora-
tively between private and public sector actors.51

3.2.3.8 Orders to in-state persons directing production of data under their control whether
held on domestic or foreign IT systems

Statesmay also order state-resident persons to produce data under their control, irrespective
of the territorial location of data storage.

Such orders are especially common under court procedural rules that govern disclosure
(a.k.a. discovery) of potential evidence by the parties to a dispute. Those who find them-
selves party to a dispute that is subject to the jurisdiction of a foreign court must quickly
become familiar with that court’s rules of mandated disclosure. Courts normally do not feel
constrained by the location of potential evidence – only that the parties to the dispute dis-
close it as required according to forum court rules.

More controversial are cases where a state, often in the context of a criminal investigation
or intelligence gathering operation, demands the production of data under the control of a
state-resident person who is not the target of (criminal) investigation or a party to (civil) legal
action. Critics claim that such demands are inappropriate and the state should be limited to
submitting requests for international legal assistance (seeSection 3.2.3.9). Supporters argue
that such demands represent a legitimate exercise of state enforcement jurisdiction against
persons present within state territory.

An early example involved a previously secret program in which the United States demanded
lawful access to banking transaction records held by SWIFT. The orders to produce data
were addressed to US-resident SWIFT offices. Failure to comply with the US demands could
have resulted in criminal prosecution of US-resident persons under US law. Complying with
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these demands, however, very probably constituted a violation of the data protection law of
Belgium (SWIFT’s headquarters), among others. News of the programme leaked in 2007 and
created a diplomatic dispute between the US and Belgium (among others). This diplomatic
issue was eventually resolved through negotiation and agreement concerning the scope of
future investigatory operations [132].

Another well-known example involved a request made by an unknown agency of the US gov-
ernment under the Stored Communications Act. The government asked the US court to issue
an order to the Microsoft Corporation in the US demanding the production of the contents of
an email account maintained by Microsoft on behalf of an unnamed customer who was not
resident in the US. The US court issued the order to Microsoft in the US, although the email
account itself wasmaintained on a server in a data centre in Dublin, Ireland. US-resident staff
of Microsoft had the technological ability to access the contents of the Dublin server, and the
act of producing the requested data would have been technologically trivial. Microsoft asked
the court to quash (invalidate) this order, generally on the grounds that the relevant US law
did not authorise an order of this type with respect to data stored offshore.

After multiple skirmishes in the District court, the US Court of Appeals (2nd Circuit) eventu-
ally quashed the order against Microsoft on the extremely narrow basis that the Stored Com-
munications Act (adopted in 1986) did not expressly and unambiguously claim prescriptive
jurisdiction over data stored on equipment located outside the territorial United States [133,
134, 135].52 This decision was appealed to the US Supreme Court where it was fully briefed
and argued. Following argument but before judgment, the US Congress in 2018 adopted the
CLOUD Act. This legislation amended the Stored Communications Act to bring data stored
on foreign servers expressly into the prescriptive jurisdiction of that Act, and the US gov-
ernment immediately requested a replacement warrant under the revised law. The Supreme
Court then dismissed the pending appeal without issuing a substantive judgment, as the new
law had resolved any dispute about the scope of prescriptive jurisdiction claimed by the US
Congress [136].53

3.2.3.9 International legal assistance

States can make requests for assistance from persons outside of their territory to gather
evidence in support of criminal investigation. Traditionally, such requests are made pursuant
to amutual legal assistance treaty and are transmitted by the authorities of a first state to the
designated authority of a second state for consideration and possible action. Such requests
can also be made in the absence of a treaty, although the second state retains discretion
over how it chooses to respond in the absence of international legal obligation.

The Budapest Convention (see Section 3.5.1) imposes a series of requirements upon con-
tracting states to provide mutual legal assistance in the investigation of cybercrime [120].
The Convention also sets a series of requirements concerning preservation of electronic ev-
idence, including metadata.

Formal state-to-state requests formutual legal assistance have gained a reputation for being
heavily bureaucratic and slow [109]. Although there are many examples of successful inter-
national cooperation in the investigation of cybercrime, it has been observed that ’the use of
formal cooperation mechanisms occurs on a timescale of months, rather than days’ [137].

There are some options available to gather cross-border evidence that do not involve seeking
permission from the state in which evidence resides. The Budapest Convention provides two
additional methods. Authorities of a given Convention State A may gather evidence from
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publicly available (open sources) of data stored in a given Convention State B without prior
notice to or authorisation from State B [120] at Article 32a.

Convention State A is also said to be allowed to use a computer in the territory of State A
to access data from a closed source in Convention State B if State A ’obtains the lawful
and voluntary consent of the person who has the lawful authority to disclose the data’ [120]
at Article 32b. A formal Guidance Note to the Convention cites the example of a criminal
suspect detained in StateAwho provides consent to StateA authorities to access their email
or documents stored on a server in State B [138].54

Article 32b has been discussed at length by the Council of Europe’s Cybercrime Convention
Committee (T-CY). An ad hoc subgroup of this Committee set out an extensive discussion
of issues arising and specific examples in which use of this authority might be considered
[139]. The Committee itself went on to publish a Guidance Note which clarifies the authority
granted by Article 32b [138].

Practitioners should note that Article 32 powers are permissive, not prohibitive. If State A
is unable to demonstrate that a proposed evidence gathering activity complies with Article
32b this only means that the activity is not expressly authorised by the Budapest Convention.
Article 32 of the Convention would not prohibit the proposed activity, although some other
features of public international law might. See Section 3.12.4.

Critics argue that Article 32b constitutes an unwelcome intrusion into state sovereignty. This
has been cited by some states as a reason for refusing to sign the Budapest Convention ([140]
at p.19, fn.39).

Another cross-border investigation method in the absence of consent by the second state is
described in Section 3.2.3.8.

3.2.4 The problem of data sovereignty
The phrase ’data sovereignty’ is sometimes used to struggle with the various jurisdictional
demands outlined above. The extremely low technological cost of storing and then retrieving
data outside the territory of a state, raises concerns about the number of states that might
seek to compel some form of intervention with respect to such data.

Cloud services merely provide ’a sense of location independence’ rather than actual location
independence [141]. The location of a service provider’s infrastructure and the location of
persons who maintain effective control over that infrastructure are both important for under-
standingwhich statesmight be able to assert enforcement jurisdictionmandating some type
of intervention with respect to such data [142].55

Users of cloud services have become increasingly aware that locating a data storage facility
in any given state increases that state’s opportunity to exercise enforcement jurisdiction over
such facilities. Practitioners should also consider enforcement jurisdiction opportunities pre-
sented to a state when persons within its territory have technical or organisational ability to
access or otherwise interfere with data held on infrastructure physically outside that state.
(See the discussion in Section 3.2.3.8.) Enforcement risk can arise from the geo-location of
data storage equipment, or the geo-location of persons able to access such data.56

Some states have responded to potential jurisdictional conflicts by mandating local storage
and processing (localisation) for some types of data. Indeed, under its data protection laws
the European Union has long imposed an EEA localisation requirement (in the form of a rule
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prohibiting export) for personal data although in practice there are multiple mechanisms
available to enable exports from the EEA (see Section 3.4.6). Other states outside the EEA
have imposed localisation requirements for a variety of reasons [143, 144, 145, 146, 147].

Some states within the EEA have imposed single-state data localisation rules for certain
types of sensitive data, prohibiting exports even to fellowmember states of the EEA. Possibly
in response to this single state localisation trend, the European Union adopted a Regulation
in 2018 that prohibits member state legal restrictions on the free movement of non-personal
data within the Union. (I.e., the Regulation does not prohibit member states from adopting
data localisation requirements for personal data.) This Regulation also includes multiple ex-
ceptions for member states that wish to impose localisation requirements for reasons of
important public policy [148].57

3.3 PRIVACY LAWS IN GENERAL AND ELECTRONIC
INTERCEPTION
The concept of ’privacy’ is both widely cited and challenging to articulate. This section ad-
dresses privacy in the sense described in the seminal nineteenth century article, ’The Right
to Privacy’ [149]. In this context, privacy has been described simply as the right for a person58

to be free from intrusion by others into personal affairs or the ’right to be left alone’.

In the work of a cyber security practitioner, the issue of privacy most often arises in the con-
text of electronic surveillance and related investigatory activity, which is the focus of this
section. This area of law can be expected to continue to evolve quickly in response to new
use cases enabled by cloud data processing services.

Data protection law is addressed in Section 3.4 and crimes against information systems are
considered in Section 3.5. Most of these areas of law stem from or are related to privacy
concepts.

3.3.1 International norms: foundations from international human rights
law
Privacy iswidely recognised internationally as a human right, although not an absolute right.59
The right to privacy is conditional – subject to limitations and exceptions.

The 1948 Universal Declaration of Human Rights states at Art 12 that, ’No one shall be sub-
jected to arbitrary interference with his privacy, family, home or correspondence...’ [150]. Free-
dom from interference with privacy extends only to ’arbitrary’ interference, which clearly con-
templates the legitimacy of ’non-arbitrary’ interference. Similar expressions, with similar qual-
ifications, can be found in Article 8 of the European Convention on Human Rights and again
in Article 7 of the Charter of Fundamental Rights of the European Union [151].60

In the more narrow context of limiting government authority, the Fourth Amendment of the
US Constitution adopted in 1791 states, ’The right of the people to be secure in their persons,
houses, papers, and effects, against unreasonable searches and seizures, shall not be vio-
lated, and nowarrants [authorizing search or seizure] shall issue, but upon probable cause. . . ’
[152]. Again, this right is limited to protect only against such actions that are ’unreasonable’.

The application of these principles to intangible data evolved significantly during the twenti-
eth century. In 1928, for example, the US Supreme Court interpreted the Fourth Amendment
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narrowly as protecting persons only from physical intrusion into their property [153]. Four
decades later, after electronic communication had become a ubiquitous feature of everyday
life, the Court changed its position and re-interpreted the Fourth Amendment to protect per-
sons from unwarranted intrusion into electronic communications. The 1967 Court observed
that laws like the Fourth Amendment are intended to ’protect people not places’ [154]. The
privacy right expressed in the European Convention on Human Rights has long been under-
stood to apply to electronic communications [155]. By the early twenty-first century it appears
to have become a widely accepted international norm that privacy rights (however they are
interpreted) apply to intangible expressions of information as well as physical space [156].

While the principles described above are widely accepted in the international community, the
interpretation and implementation of these principles remains subject to significant diver-
gence. Some laws extend a general right of privacy into almost every situation, while others
focus solely on limiting the power of the state to intrude into private affairs.61

A given person’s expectation of privacy may vary by reference to the nature of their relation-
ship with the party who seeks to intrude. For example, there tend to be few restrictions im-
posed by any state’s laws with respect to intrusion by a parent into the affairs of their minor
children. By contrast, states vary significantly when considering when it is appropriate for
employers to intrude into the affairs of their employees. In the latter context, the UN has pub-
lished recommended approaches to the application of human rights in a business setting
[157].

Expectations of privacy can also vary significantly between different societies. An intrusion
viewed by one society as relatively innocuous and to be expectedmight be viewed by another
society as a breach of human rights.

As persons rely on cloud services to manage increasingly intimate aspects of their lives, ex-
pectations of privacy over the variety of data processed using these systems will continue
to evolve.62 Policy makers, service providers, and civil society organisations, regularly seek
to explain or to adjust expectations of privacy through education and advocacy.

An additional aspect of privacy relates to limits imposed upon the degree of permitted intru-
sion. In cases of state-warranted lawful interception, for example, warrants may be narrowly
drawn to limit interception to named places, specified equipment, specified persons, or spec-
ified categories of persons.

Privacy laws often treat metadata differently from content data, usually based on the the-
ory that persons have a lower expectation of privacy in metadata [158].63 This distinction is
increasingly criticised, and policy makers and courts are under pressure to reconsider the
nature of metadata given:

• the private quality of some information disclosed bymodern metadata such as URLs,64

• the incredible growth in the volume and types of metadata available in the age of ubiq-
uitous personal mobile data communications;65 and

• the growing volume of otherwise-private information that can be inferred from meta-
data using modern traffic analysis and visualisation techniques.66
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3.3.2 Interception by a state
State intrusion into electronic communication for purposes of law enforcement or state se-
curity is often treated under specialist legal regimes that are highly heterogenous. There is
broad agreement in public international law dating to the mid-nineteenth century that each
state has the right to intercept or interrupt electronic communications in appropriate circum-
stances [159]. These principles continue to apply to cyberspace [104, 160].

As electronic communications (especially telephones) became commonplace and intercep-
tion methods became more cost-effective in the 1960s and 1970s, a trend emerged to move
state interception of communications activity away from informal or customary practice
onto a more clearly regulated footing [155, 161]. Although legal governance processes and
standards adopted to authorise state interception have evolved significantly, these legal pro-
cesses and standards differ significantly from state to state. Some states require a prior ex-
amination of each request for state interception by an independent judicial officer; some del-
egate this decision-making authority broadly with limited oversight; and others adopt mech-
anisms that fall anywhere between these extremes.

Although there does not yet appear to be any obvious international harmonisation of le-
gal standards and procedures concerning lawful interception, there are examples of recom-
mended practice for states that wish to place their legal procedures onto a robust and pre-
dictable foundation [162].

By contrast, some technical standards for facilitating lawful access (such as the ETSI LI se-
ries) have developed successfully on a multilateral basis [163, 164]. These technical stan-
dards make it possible for product and service developers to design lawful access technolo-
gies to a common multinational standard, while leaving substantive decision-making about
their use in the hands of domestic authorities.67

Practitioners who work in a police or state security environment must become familiar with
the rules that apply to their interception activity. Some state organisations employ large
teams of lawyers dedicated solely to assessing the legality of various intelligence-gathering
and investigation activities.

Those who work for communication service providers must also become familiar with obli-
gations imposed on them by applicable laws to assist in state interception activity. This can
be especially challenging for multinational communication service providers, as they are nor-
mally subject to the prescriptive jurisdiction of each state where their service is supplied.68
Service providers often localise responsibility for compliance with lawful interception by do-
mestic authorities in each state where they supply services.

State regulations concerning lawful interception tend to impose a combination of obligations
upon the providers of public communications services, such as:

• procuring and maintaining facilities designed to facilitate lawful interception within the
service provider’s domain (this obligation may be imposed under telecommunication
regulation as a condition of telecommunications licensing, especially for those that
operate in-state physical infrastructure such as PSTN operators);

• providing technical assistance in response to lawful interception requests; and

• maintaining the secrecy of the content of lawful interception requests, especially the
identity of investigation targets.
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Some states impose additional legal obligations to maintain secrecy over the existence, na-
ture, or frequency, of lawful interception requests, the location or operation of interception
facilities, etc. Communication service providers that wish to report publicly about the nature
and frequency of state interception requests (a.k.a. transparency reports) must be careful to
conduct this reporting in compliance with applicable law.69

As easy-to-use cryptographic technologies have become ubiquitous, and larger volumes of
message traffic are transmitted as ciphertext, states conducting lawful access activity face
increasing difficulty obtaining access to plaintext messages [161]. States have attempted to
recover plaintext by using a variety of creative legal mechanisms including warrants for the
physical search and seizure of end point devices and requests for technical assistance from
devicemanufacturers or third-party analysts. These procedures are of variable effectiveness
and remain subject to much debate [161]. Efforts to compel an end user to decrypt ciphertext
or to disclose relevant passwords or keys also face a variety of legal challenges [165, 166].70
Some states have adopted laws that specifically address compelled disclosure of plaintext
or keys that enable decipherment.71

The emergence of virtual communication service providers (i.e., those that provide commu-
nication services via third-party infrastructure – or ’over the top’ service providers) have cre-
ated challenges for both states and service providers. These service providers remain sub-
ject to the jurisdiction of states in which their service is supplied, as states show a clear
sovereign interest in services provided to persons within their territory.72 States have, how-
ever, taken different approaches when choosing how and when to exercise jurisdiction over
these providers. Enforcement actions by states against such persons have included orders
to facilitate in-territory lawful interception at the risk of a variety of sanctions including: pro-
hibiting the service provider from entering into business relationships with in-state residents,
or ordering third-party state-resident service providers to block or filter such services at the
PSTN or IP layer, thus making it inaccessible to (many or most) in-state residents. Changes
in enforcement practices are likely as this subject continues to develop.

3.3.3 Interception by persons other than states
Laws concerning interception activity by non-state actors are also highly heterogenous.

Persons that provide public telecommunications services are often specifically restricted
from intercepting communications that transit their own public service networks [134, 167].
This might be framed legally as a restriction imposed only on providers of these public ser-
vices, or a more general restriction limiting the ability of any person to intercept communica-
tions on public networks.

Inmany cases, efforts to intercept communications while transiting a third-party network will
also constitute a crime under computer anti-intrusion laws. This was a significant motivating
factor in the adoption of these laws (see Section 3.5).

The interception of communications by a person during the course of transmission over its
own non-public network, such as interception on a router, bridge or IMAP server operated by
that person on their own LAN for purposes other than providing a public communications
service, presents other challenges to analysis. This type of interception activity would not
normally expect to fall foul of traditional computer crime legislation, as the relevant person
is normally authorised to gain entry to the relevant computer (see Section 3.5). It might, how-
ever, be regulated generally within the same legal framework used to govern the interception
of communications, although interception by an owner/controller on their own system is of-
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ten treated more liberally [167]. Finally, in-house interception activity may also be limited by
the terms of general privacy statutes or data protection laws (see Section 3.4).

3.3.4 Enforcement of privacy laws – penalties for violation
Enforcing a legal right of privacy brings a number of challenges. From an evidentiary per-
spective, a person whose privacy rights have been violated might never learn that a violation
has occurred. Some legal rules serve, among other things, to redress this knowledge imbal-
ance. These include breach notification requirements which reveal inappropriate disclosures
of personal data to the effected person (see Section 3.4.7), criminal procedure rules that re-
quire the disclosure of prosecutorial evidence to the accused which in turn reveals intrusive
investigatory techniques,73 and civil procedure rules which require similar disclosures in civil
legal actions (e.g., employment disputes).

Remedies available to personswhose privacy rights have been violatedmight include the abil-
ity to bring a tort action against the violator claiming monetary compensation (see Section
3.7.4). These individual tort remedies are a regular feature of data protection laws as well as
various US privacy laws. The US criminal courts also employ an exclusionary rule prohibiting
the introduction of evidence gathered in violation of the US Constitutional privacy rights of
the accused [168].74

Finally, some violations of privacy – especially unwarranted interception of communications
during the course of transmission on a public network or unauthorised intrusions into data
at rest – are defined as and may be prosecuted as crimes [169].

3.4 DATA PROTECTION
[107, 108, 170, 171]

Data protection law developed from a foundation of general privacy law. This generalisation
can be a bit misleading, however, as data protection law has evolved to address a number of
related issues that arise frommodern data processing techniques thatmight not traditionally
have been defined as ’privacy’.

Data protection is of significant interest to cyber security practitioners, as it includes numer-
ous obligations related to data security. This section will focus primarily on issues that recur
in a security-related context. Data protection law is not, however, a generalised system of reg-
ulations that address every aspect of cyber security. The focus remains on specific principles
adopted to support individual rights in a data processing context.

Data protection law has developed primarily from European legislative initiatives. European
Union law has been tremendously influential around the world through various mechanisms,
including states seeking ’adequacy determinations’ from the European Union, which enable
exports of personal data, and private law contract requirements imposed upon non-EU res-
ident data processors [172]. This international impact continues to grow as the EU now ex-
pressly claims prescriptive jurisdiction over personal data processing activity anywhere in
the world that relates to data subjects present in the EU (see discussion in Section 3.2.2.3).

The foundational laws that definedata protection obligations in the EUareRegulation 2016/679
– GDPR (EU-wide regulation applicable tomost persons) and Directive 2016/680 (obligations
to be imposed by member states in domestic law in the context of investigation or prosecu-
tion of crime by the state) [122, 173].75 This section primarily addresses obligations imposed
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by GDPR. Practitioners engaged by a state in conduct related to investigation or prosecution
of crime must be aware of the modified obligations that apply to that activity described by
Directive 2016/680 as transposed into member state law [174, 175].

3.4.1 Subject matter and regulatory focus
The overriding purpose of EU data protection law is to protect the interests of data subjects
(GDPR at Article 1; Recital 1, 2, 4, 75, 78, et al.).76 Data protection law accomplishes this by reg-
ulating acts of controllers and processors when processing data that incorporates personaldata. Any such processing activity activates the application of data protection law. Each of
these terms is considered in this section.

3.4.1.1 Data subject, personal data (and PII)

In data protection law, the terms ’personal data’ and ’data subject’ are defined concurrently:

personal data means any information relating to an identified or identifiable natural per-
son (’data subject’); an identifiable natural person is one who can be identified, directly or
indirectly, in particular by reference to an identifier such as a name, an identification num-
ber, location data, an online identifier or to one or more factors specific to the physical,
physiological, genetic, mental, economic, cultural or social identity of that natural person
(GDPR, Art 4(1))

Only natural persons, not legal persons, are data subjects. GDPR does not apply to personal
data of deceased natural persons, although member states may individually adopt such pro-
tections if they wish (GDPR at Recital 27).

Because the definition of data subject extends to persons who are identified or identifiable,
data can incorporate personal data even when the data include no obvious information iden-
tifying a data subject. It is sufficient that a data subject is capable of being identified, by
anyone, through analysing the data or by applying additional information known to any per-
son - even if this additional information is unknown and inaccessible to the person controlling
or processing data. Pseudonymised data remains personal data (GDPR at Recital 26).

The Court of Justice of the European Union has held that a server log with IP address num-
bers incorporates personal data, as it remains possible for third parties (telecommunications
service providers) to match static or dynamic IP numbers to individual customer premises
and from there to a living person. This made some server log entries ’related to’ a data sub-
ject [176]. The fact that the holder of the server logs did not have access to the IP number
allocation or customer identification data was irrelevant.

As de-anonymisation and similar analysis techniques increase the capability to identify living
persons from data that has no obvious personal identifiers, it becomes increasingly difficult
to maintain data sets that are truly devoid of personal data [177, 178].77

The term ’personal data’ is often confused in practicewith ’personally identifiable information’
(PII). This confusion arises because of the ubiquity of the term ’PII’ in cyber security as well
as significant variance in its definition.

Definitions and detailed discussions of PII are found in Section 4.4 of ISO/IEC 29100:2011,
and Section 2.1 of NIST SP-800-122 [179, 180]. Although it is arguable whether the ISO and
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NIST definitions of PII are contiguous with the legal definition of personal data, both tech-
nical standards clearly conclude that data containing no obvious personal identifiers may
nonetheless constitute PII.

Complicating matters further, the phrase ’personally identifiable information’ is used in a va-
riety of US federal statutes and regulations, either without statutory definition, or with defi-
nitions specifically addressed to individual use cases [181].78 In this specific context, some
US courts have interpreted this phrase narrowly to include only obvious personal identifiers.
Thus some US courts have held that data such as MAC codes and IP numbers do not fall
within the meaning of ’personally identifiable information’ as that phrase is used in some US
statutes [182, 183, 184].79 As explained above, these same identifiers often constitute ’per-
sonal data’ as that term is defined in European law.

Irrespective of how one defines PII, European data protection law contains a clear and broad
definition of ’personal data’. It is this definition of personal data, not PII, that triggers the
application of European data protection law.80

3.4.1.2 Processing

In data protection law, the term processing is defined as:

any operation or set of operations which is performed on personal data or on sets of per-
sonal data, whether or not by automated means, such as collection, recording, organisa-
tion, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure
by transmission, dissemination or otherwisemaking available, alignment or combination,
restriction, erasure or destruction (GDPR, Art 4(2))

Processing therefore incorporates almost any action one can imagine taking with respect to
personal data.

3.4.1.3 Controller and processor

In data protection law, the term controller is defined as:

the natural or legal person, public authority, agency or other body which, alone or jointly
with others, determines the purposes and means of the processing of personal data;
where the purposes and means of such processing are determined by Union or Mem-
ber State law, the controller or the specific criteria for its nomination may be provided for
by Union or Member State law (GDPR, Art 4(7))

In data protection law, the term processor is defined as:

a natural or legal person, public authority, agency or other body which processes personal
data on behalf of the controller (GDPR, Art 4(8))

These definitions make clear the relationship between controller and processor. A controller
decides; a processor executes. In the history of data protection law, many policy makers
originally believed that themost effective way to protect individual rights was to focus regula-
tion on persons who operated andmaintained computer equipment – processors. The focus
was on the machine. As the PC revolution changed our social relationship with computers,
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however, policy makers began to appreciate that the focus should be turned to persons in a
position to command and control how the machines were used – controllers.

As between these two persons, Directive 95/46 tended to place the heaviest regulatory bur-
den on controllers. Processors were advised that their obligation consisted primarily of fol-
lowing directions provided by controllers. There are many valid reasons for placing primary
compliance responsibility on data controllers, especially because they are most often able
to communicate and manage relationships with the relevant data subjects.

This regulatory distinction started to break down as cloud services became ubiquitous –
especially SaaS. A typical SaaS providermight spend an enormous amount of time and effort
designing their system and user interfaces, and then present the operational characteristics
of that system to controller-customers in a service level agreement on a ’take it or leave it’
basis. As a technical matter, the SaaS provider might be keen to demonstrate that they are
acting only in the capacity of a processor and that their customers are acting as controllers –
shifting the burden of assessing compliance to individual controllers. In the revisions to data
protection law embodied in GDPR, policy makers have responded by generally increasing the
regulatory responsibility of processors. Compliance responsibility under GDPR is now more
evenly shared by controllers and processors, although their responsibilities depend upon their
respective area of competence.

3.4.2 Core regulatory principles
Data protection law is built on a foundation of regulatory principles governing processing of
personal data outlined in GDPR Article 5, being:

• lawfulness, fairness and transparency;

• purpose limitation;

• data minimisation;

• accuracy;

• storage limitation;

• integrity and confidentiality.

These core principles are well rehearsed and there are many published commentaries and
guidelines available in forms accessible to practitioners to aid understanding [170, 171, 185,
186].

Practitioners should be especially alert to the presence of certain types of sensitive personal
data in any system with which they are involved. Such data includes, ’personal data reveal-
ing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union
membership, and the processing of genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data concerning a natural person’s
sex life or sexual orientation’ (GDPR, Art 9). Sensitive personal data triggers a series of ad-
ditional protections and generally increased levels of regulatory scrutiny, as improper use of
such data often presents a disproportional risk to the interests of the data subject.

The topic of ’consent’ in data protection law is worth a brief comment, as it remains a subject
of some confusion. As a threshold matter, data subject consent is not always required when
processing personal data. There may be multiple lawful grounds for processing personal
data other than consent depending upon context. If data subject consent is required, however,

KA Law & Regulation | October 2019 Page 75

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

data protection law sets a very high bar that this must be ’freely given, specific, informed and
unambiguous indication of the data subject’s wishes by which he or she, by a statement or
by a clear affirmative action, signifies agreement to the processing of personal data relating
to him or her’ (GDPR, Art 4(11)). A series of conditions that apply to consent are set out in
GDPR, Art 7 (and Art 8 relating to children’s consent).81

3.4.3 Investigation and prevention of crime, and similar activities
Practitioners engaged by a state benefit from certain reductions in data protection obliga-
tionswhen processing personal data related to criminal investigation and prosecution. These
reduced obligations are described in general in Directive 2016/680 and then transposed into
member state law.

Practitionerswho conduct activitieswith similar goals, but are not engaged by a state, remain
subject to GDPR. In this context, however, GDPR makes it clear that purposes such as fraud
prevention constitute a legitimate interest of data controllers (GDPR at Recital 47). GDPR
also provides member states with the option to adopt in their domestic laws reduced data
protection obligations for non-state actors when conducting activities designed to prevent,
investigate, detect, or prosecute crime, etc. (GDPR, Art 23; [187] at s.15 & Sched 2).

3.4.4 Appropriate security measures
Data protection law imposes an obligation on controllers and processors to ’implement ap-
propriate technical and organisational measures to ensure a level of security appropriate to
the risk’ associated with processing personal data (GDPR, Art 32(1)). This security principle
is a long-standing feature of data protection law.

The obligation clearly encompasses both technical measures as well as human manage-
ment and oversight (i.e., ’organisational measures’). Compliance requires that both compo-
nents are appropriate. Compliance requires a consideration of the state of the art and an
assessment of costs of various measures in comparison with risks presented. Assessing
this obligation to take appropriate security measures might therefore be aided by analogy
with the law of negligence which presents various frameworks used to assess ’reasonable’
care (see discussion in Section 3.7.1.2).

GDPR has expanded significantly the discussion of security measures to provide examples
of measures that might assist in creating appropriate security. This includes many past prac-
tices that developed organically such as pseudonymisation and encryption of personal data,
assuring ongoing confidentiality, integrity, availability and resilience of systems, and robust
incident recovery plans. To be clear, GDPR does not expressly mandate encryption of all per-
sonal data. It simply highlights encryption as a technical measure that can be adopted to
enhance security. As encryption methods or other security technologies become standard-
ised and costs fall, however, it becomes increasingly difficult to justify why such technologies
are not adopted.

Organisational methods used to protect the security of personal data may include contract
obligations with supply chain partners and others. (See also the discussions in Sections
3.4.6.2 and 3.6.2)

Although security certification or compliance with security codes of practice might help to
prove appropriateness of security measures, these certifications are not dispositive of com-
pliance with the law (GDPR, Art 32(3)).

KA Law & Regulation | October 2019 Page 76

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

3.4.5 Assessment and design of processing systems
Sometimes, the most effective way to prevent violations of data protection law is to design
a system that minimises the ability of persons to take inappropriate action. GDPR, therefore,
has adopted an obligation to implement data protection strategies by design, and by default.
As with the general security principle, this obligation extends to both technological and or-
ganisation measures and is assessed on a risk balancing basis. This obligation arises at the
planning phase, before processing commences, as controllers are required to consider this
issue ’at the time of determining the means of processing’ (GDPR, Art 25).

If a new personal data processing activity presents significant risk of harm to data subjects,
especially in the context of developing or migrating to systems that process large volumes
of data, the controller is required to undertake a data protection impact assessment (GDPR,
Art 35, Recital 91, et al.). If the assessment reveals significant risks, the controller is further
required to consult with the relevant supervisory authority about the proposed processing
activity (GDPR, Art 36).

3.4.6 International data transfer
European data protection law imposes a general prohibition on the transfer of personal data
to any state outside the European Economic Area or to any international governmental organ-
isation (GDPR, Art 44). Such transfers remain commonplace, however, when enabled by an
appropriate export compliance mechanism.

3.4.6.1 Adequacy determinations and Privacy Shield

Transfers of personal data can be made to territories in accordance with an adequacy deci-
sion: a finding by the European Commission that the receiving territory (or IGO) has estab-
lished adequate legal protections concerning personal data (GDPR, Art 45). The process of
obtaining an adequacy decision is instigated at the request of the proposed receiving state
and often requires years of technical evaluation and diplomatic negotiation [172].

Adequacy determinations fall into two categories: decisions that a receiving territory’s laws
are generally adequate to protect personal data, and decisions that a receiving territory’s
laws are adequate provided that special conditions are met. Decisions concerning Canada
and the United States both fall into the second category. In the case of Canada, adequacy
is only assured with respect to transfers to the commercial for-profit sector, as the relevant
Canadian laws do not apply to processing by governments or charities.

The US adequacy determination has a difficult history. The US has nothing like the EU’s gen-
eralised legal protections concerning processing personal data. To enable transfers of data,
the US and the EU have negotiated specific agreements to support an adequacy finding. This
agreement enablesmost US businesses, if they wish, to opt in to a regulatory system that pro-
vides adequacy. This regulatory system is then enforced by agencies of the US state against
opted-in US businesses. The original system, Safe Harbour, was invalidated by the European
Court of Justice in October 2015 in the Schrems case [188]. It was quickly replaced by the
EU-US Privacy Shield regime in 2016, which operates in a fashion similar to Safe Harbour with
enhanced protections for data subjects.
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3.4.6.2 Transfers subject to safeguards

Transfers are also allowed when appropriate safeguards are put into place (GDPR, Art 46).
The most common safeguards normally encountered are binding corporate rules, and ap-
proved data protection clauses in contracts between exporters and importers.

Binding corporate rules are governance procedures normally adopted by multinational enter-
prises in an effort to demonstrate to data protection authorities that they will comply with
data protection principles (GDPR, Art 47). To be effective for data transfer compliance, such
rules must be approved by relevant public authorities. This can take years to negotiate. While
such rules were originally developed as a tool to enable sharing of personal data among the
members of a multinational data controller enterprise that operates both inside and outside
the EEA, they have more recently been adopted by non-resident cloud service providers as a
compliance tool to facilitate business from customers in the EEA. Practitionersmay be called
upon to assist in drafting or negotiating binding corporate rules, as they have a significant
impact on IT services, security architectures and governance procedures.

Approved contract clauses are simply contract obligations between a data exporter and im-
porter that serve to protect the interests of data subjects. They can be either standard clauses
approved for use by the Commission, or special clauses submitted to the relevant authorities
for prior approval (GDPR, Art 46(2)(c)-(d) & 46(3)(a)). Although the Commission-approved
clauses are standardised, to be effective the parties to the relevant contract are required to
incorporate a significant amount of operational detail about the nature of the personal data
to be transferred, the purposes of the data processing to be undertaken, etc.

3.4.6.3 Transfers pursuant to international mutual legal assistance treaty

Transfers of personal data that are otherwise prohibited by GDPR can be made in circum-
stances such as requests for assistance by a foreign state police agency pursuant to the
terms of a mutual legal assistance treaty (GDPR, Art 48). (See also Section 3.2.3.9.) Such
transfers are addressed specifically in Directive 2016/680, GDPR, Art 35-40.

3.4.6.4 Derogations allowing transfers

In the absence of any other mechanism allowing a transfer, exports from the EEA are still
allowed under certain limited circumstances such as:

• the data subject provides knowing informed express consent to the transfer;

• the transfer is necessary in order to perform a contract with the data subject, or a con-
tract with a third party adopted in the interests of the data subject;

• the transfer serves an important public interest;

• the transfer is connected to the pursuit or defence of a legal claim; or

• the transfer is necessary to protect the life or welfare of the data subject, who is physi-
cally unable to consent.

These derogations (GDPR, Art 49) are meant to be interpreted narrowly, and the European
Data Protection Board has issued guidance on the interpretation and application of these
measures [189].
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3.4.7 Personal data breach notification
Lawsmandating the notification of personal data breaches to data subjects82 began to emerge
in both the EU and the US around the turn of the twenty-first century [190, 191]. In a pattern that
is curiously the reverse of the development of data protection laws generally, EU notification
requirements arose first in narrowly defined subject matter areas while US states (beginning
with California) imposed a more general duty to notify effected persons of personal data
breaches.83

GDPR marked the emergence in Europe of a general duty placed on processors and con-
trollers of personal data to make certain notifications following a ’personal data breach’,
which is defined as ’a breach of security leading to the accidental or unlawful destruction,
loss, alteration, unauthorised disclosure of, or access to, personal data transmitted, stored
or otherwise processed’ (GDPR, Art 4(12)). Thus, events as diverse as personal data exfil-
tration, the unauthorised modification of personal data and ransomware can all constitute
personal data breaches.

A processor is first required to notify the circumstances of a breach to the relevant controller
’without undue delay’. The controller is then required to notify the relevant supervisory author-
ity of the breach ’without undue delay and, where feasible, not later than 72 hours after having
become aware of it’ (GDPR, Art 33(1)-(2)). The content of the notice is set out in Art 33(3).
There is a limited exception to the controller’s duty to notify a supervisory authority if the
breach is ’unlikely to result in a risk to the rights and freedoms of natural persons’. Whether
or not notified to the supervisory authority, the controller is required to document all such
breach events and these records are subject to periodic review by the supervisory authority.

If such a breach is ’likely to result in a high risk to the rights and freedoms of natural persons’,
then the controller is required to communicate the circumstances of the breach to the rel-
evant data subjects without undue delay (GDPR, Art 34(1)-(2)). Communication to the data
subjects can be avoided if the controller has implemented methods that limit the harm that
might be caused by such a breach, such as encrypting data that was then exfiltrated as ci-
phertext.While such ciphertext remains personal data for legal purposes, the encrypted state
of the data reduces the potential harm to data subject to some degree (depending upon the
type of encryption, etc.) This ability to avoid communication to data subjects when harm is
unlikely is a useful feature of GDPR. Many US state notification laws originally demanded no-
tifying data subjects irrespective of the relevant risks presented by the breach.84 Supervisory
authorities retain the right to compel communication to data subjects about the breach if
they disagree with the controller’s risk assessment.

Various states around the world continue to adopt mandatory breach disclosure laws, each
with their own unique characteristics [192].
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3.4.8 Enforcement and penalties
Egregious violations of data protection law can be prosecuted as crimes undermember state
domestic law. Relevant actions can be prosecuted simultaneously as crimes against infor-
mation systems (see Section 3.5) [193].

Data protection laws also enable data subjects to bring tort claims for violation of data pro-
tection rights. Such claims implicate the risk of vicarious liability for employee misdeeds,
especially if a large group of data subjects are able to bring a claim as a group or class. (See
the discussion of the Morrisons case at Section 3.7.5.1)

Public enforcement authorities are also given powers to serve enforcement notices, demand-
ing changes in processing behaviour to achieve compliance with the law (GDPR, Art 58.) In
particularly egregious cases, public authorities might serve a notice prohibiting large cate-
gories of processing activity. Breaching such an enforcement notice is an independent cause
for more severe enforcement action.

Perhaps the greatest change to legal risk presented by EU data protection law in the past few
decades has been the steady and accelerating increase in the size of penalties assessed by
public authorities. (Adopting the terminology of Section 3.1.5, this has dramatically increased
the Q term over time.)

Historically, civil or administrative fines imposed by public authorities for violation of data
protection law were perceived in some member states as relatively minor. The disparity in
approach amongmember states to data protection law was amotivating factor for the adop-
tion of the original 1995 Directive, which tended to increase data protection rights in most
member states. Following the 1995 Directive, increasingly larger fines started to emerge as
state authorities began to increase enforcement pressure. By the time GDPR was adopted
in 2016, administrative fines in the region of e500,000 were not uncommon for significant
violations of the law.

One of the most-discussed features of GDPR concerns the authority granted to impose large
administrative fines (GDPR, Art 83). Violations of some of themore procedural or operational
requirements of GDPR, including the requirement to adopt appropriate security measures,
can incur administrative fines of up to e10,000,000, or 2% of an undertaking’s annual world-
wide turnover, whichever is greater. Violations of more fundamental principles of GDPR, such
as failure to respect the rights of data subjects, processing personal data without lawful
authority, or exporting data in violation of the law, can incur administrative fines of up to
e20,000,000, or 4% of an undertaking’s annual worldwide turnover, whichever is greater. Au-
thorities are instructed to calculate fines at a level to make them ’effective, proportionate and
dissuasive’ in individual circumstances. GDPR lists a number of both mitigating and aggra-
vating factors for consideration when setting these fines that are worth closer study (GDPR,
Art 83(2)).

The emergence in GDPR of the potential for ’eight figure’ and ’nine figure’ fines, together with
the increased scope of territorial jurisdiction, instantly promoted data protection law into the
category of a significant risk to be assessed and managed at senior leadership levels – a
position that this law had rarely occupied prior to these changes. Some persons who provide
online information services from outside the EU (who presumably fear that their business
models are not compatible with GDPR compliance) responded by withdrawing from the Euro-
pean market by using geographic filtering mechanisms (see Section 3.2.3.7). Other offshore
service providers have embraced the change and worked to comply with the rules (presum-
ably as they value their ongoing contact with the European market).
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In July 2019, the Information Commissioner’s Office of the United Kingdom issued two no-
tices of their intention to issue large fines under GDPR: a proposed fine of GB£183.39 million
to British Airways85 and a proposed fine of GB£99.2 million to Marriott International, Inc.86
At time of writing, both companies have expressed their intention to contest the fines.

3.5 COMPUTER CRIME
[109, 110, 111]

The term ’cybercrime’ is often used to identify three different categories of criminal activity:
crimes in which cyberspace infrastructure is merely an instrumentality of some other tradi-
tional crime (e.g., financial fraud), distribution of criminal content (e.g., pornography and hate
speech), and crimes directed against cyberspace infrastructure itself (e.g., unlawful intrusion
into a computer system).

This section is addressed solely to the last category, computer crimes or crimes against
information systems. These tend to be of concern as they are of interest to those who work
for state enforcement authorities, as well as those whomanage cyber security risk, research
cyber security technologies, and develop cyber security products and services.

Although some practitioners are engaged by states in the investigation and prosecution of
crimes where cyberspace is an instrumentality of crime, it is difficult to draw out generalis-
able statements about those crimes that remain useful in a multinational context. Crimes
based on message content are especially problematic, as these rest upon widely diverging
opinion from different societies about what constitutes ’illegitimate’ content worthy of crimi-
nal prosecution.87 (One area inwhich there appears to be growing international consensus for
criminalisingmessage content concerns child exploitationmaterials [110, 120, 194]. Evenwith
this subject matter, where high level normative principles may be quickly agreed, attempting
to translate these principles into widely agreed legal standards remains challenging [111].)

3.5.1 Crimes against information systems
In the 1980s and 1990s, many states confronted the problem that an emerging set of anti-
social behaviours related to cyberspace infrastructure were not clearly identified as crimes.88

The UK Parliament responded by adopting the Computer Misuse Act 1990, which defined a
series of computer-related criminal offences. This law has been subsequently amended from
time to time [195].

In 1984, the US Congress adopted the Computer Fraud and Abuse Act, which has also been
regularly amended [196, 197].89 Many US states have additionally adopted their own statutes
to prosecute computer crime.90 The US landscape is especially complex, as a variety of fed-
eral and state law enforcement agencies have varying subject matter jurisdiction over com-
puter crimes [110].

Similar laws have been adopted by many, but not all, states around the world. The Council
of Europe Convention on Cybercrime (a.k.a. the Budapest Convention) is a multilateral treaty
which has had a significant impact on harmonising both computer crime laws and rules of
state international assistance [120]. The Convention opened for signature in 2001, and as
of July 2019 had been ratified by 44 member states of the Council of Europe and 19 non-
European states including Canada, Japan and the US [198].
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In 2013, the European Union adopted Directive 2013/40. This mandates that member states
modify their criminal laws to address commonly recognised computer crimes which the Di-
rective describes as crimes ’against information systems’ [121].

This introductory section on crimes against information systems is influenced by the tax-
onomy adopted by the Budapest Convention and further reflected in Directive 2013/40. Al-
though these two international legal instruments are cited repeatedly, practitioners should
keep in mind that they are instruments of public international law and relevant crimes are
defined by, and prosecuted under, the domestic law of individual states.91

3.5.1.1 Improper access to a system

Improper system access laws criminalise the act of accessing a computer system (in whole
or in part) without the right to do so, colloquially known as hacking.92 (Budapest Convention
at Art. 2; Directive 2013/40 at Art 3.) The UK Computer Misuse Act 1990 at s.1, for example,
defines as criminal an action by a person which causes a computer to perform an act with
the intent to secure unauthorised access to any program or data [195]. Thus, the mere act of
entering a password into a system without authorisation in an effort to access that system
constitutes a crime under the UK statute whether or not access is successfully achieved.

Some debate persists concerning how to distinguish rightful from wrongful action in cases
where an otherwise-authorised person exceeds the scope of permission granted to them.
Critics argue that an overly-broad interpretation of statutory terms like ’unauthorised access’
can produce criminal prosecution based only on breaching an acceptable use policy or web-
site terms and conditions. This might serve to re-define as a crime what otherwise could be
a civil breach of contract claim [199]. The issue remains open to argument in some circum-
stances [111, 200, 201, 202].

3.5.1.2 Improper interference with data

Improper system interference with data laws criminalise the act of inappropriately ’deleting,
damaging, deteriorating, altering or suppressing’ data. (Budapest Convention at Art. 4; Di-
rective 2013/40 at Art 5.) These laws can be used to prosecute actions such as release or
installation of malware, including ransomware.

3.5.1.3 Improper interference with systems

Early computer crime laws tended to focus on the act of intrusion into a computer system, or
improperly modifying the contents of those systems. With the emergence of DoS and DDoS
attacks, some of these early criminal laws were found to be inadequate to address this new
threatening behaviour.

These laws now more commonly include a prohibition against acts that cause a material
degradation in the performance of an information system. (Budapest Convention at Art. 5;
Directive 2013/40 at Art 4; Computer Misuse Act 1990 at s.3, as amended in 2007-08.)
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3.5.1.4 Improper interception of communication

Often as a corollary to various rights of privacy, many legal systems define the act of wrong-
fully intercepting electronic communications as a crime. (Budapest Convention at Art. 3; Di-
rective 2013/40 at Art 6.) The rules and penalties tend to be most restrictive in the context
of intercepting communications during the course of their conveyance on public networks.
This subject is discussed in Section 3.3.

3.5.1.5 Producing hacking tools with improper intentions

Many states also define as crimes the production or distribution of tools with the intention
that they are used to facilitate other crimes against information systems. (Budapest Conven-
tion at Art. 6; Directive 2013/40, Art 7; Computer Misuse Act 1990, s.3A.) These laws can
create challenges for those who produce or distribute security testing tools, as discussed in
Section 3.5.5.

3.5.2 De minimis exceptions to crimes against information systems
Some lawsmay limit the definition of computer crime to acts which are somehow significant.
Directive 2013/40, for example, only mandates that member states criminalise acts against
systems ’which are not minor’ (Art 3-7). The concept of a ’minor’ act against a system is dis-
cussed in Recital 11 to the Directive, which suggests that statesmight define this by reference
to the relative insignificance of any risk created or damage caused by the given act [121].

This type of de minimis exception to the definition of computer crime is far from universal.
EUmember states remain free to criminalise such de minimis acts. At the time of writing, the
UK legislation contains no such de minimis exception.93

The very idea of a de minimis exception to crimes against information systems raises a re-
curring debate over the nature of the harm that these types of laws seek to redress. It is not
always clear how to assess the relative damage or risk caused by any given act against in-
formation systems. For some criminal acts such as remote intrusion into a chemical plant
industrial control system the risk presented or harm caused is clear to see, as the attack is
concentrated against a single and volatile target. In others, such as controlling the actions of
a multinational botnet comprising tens of thousands of suborned machines, the risk created
or harm caused may be widely diffused among the bots and more difficult to quantify.94

3.5.3 The enforcement of and penalties for crimes against information
systems
States normally have absolute discretion to decide whether or not to investigate alleged
crimes. Having investigated, states normally have absolute discretion regarding the decision
to prosecute a criminal matter.95 Some states have set out guidance to explain how this dis-
cretion is exercised [203].

Penalties for committing a crime against information systems vary widely. In criminal cases
custodial sentences are often bounded in lawby amaximum, and occasionally by aminimum,
length of term. Within these policy-imposed limits judges are usually given a wide degree of
discretion to decide an appropriate sentence.

Under the UK Computer Misuse Act, for example, a custodial sentence for the crime of im-
proper system access is normally limited to a maximum of two years, while the crime of
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interfering with data or system integrity is normally limited to a maximum of five years. Pros-
ecution and sentencing history both suggest that actual sentences issued under the UK leg-
islation for these crimes are rarely, if ever, this severe. By contrast, in the US, both federal and
state laws have consistently provided for longer maximum custodial sentences of 20 years
or more for unlawful intrusion or unlawful interference with data.96

The question of appropriate punishment for crimes against information systems remains the
subject of review and debate. The emergence of the Internet of Things arguably increases
the risk that these crimes might pose to life and property.97 EU Directive 2013/40, for exam-
ple, requires that member states provide for the possibility of longer custodial sentences
when attacks are directed against critical national infrastructure or when they actually cause
significant damage (Art 9(b)-(c)). The UK amended its Computer Misuse Act in 2015 (s.3ZA)
to increase the maximum available custodial sentence if criminals are proven to have cre-
ated significant risk or caused serious damage. Such a person could now be subjected to
a maximum custodial sentence of 14 years. In cases where the criminal act causes (or cre-
ates significant risk of) serious damage to human welfare or national security, the maximum
custodial sentence under UK law increases to life imprisonment (s.3ZA(7)).

Arguments continue over appropriate punishments for crimes against information systems.
This debate is complicated by difficulties in understanding or quantifying the degree of risk
or the degree of harm caused by these criminal acts. (See the discussion in Section 3.5.2.)

3.5.4 Warranted state activity
When actions related to investigation of crime or in defence of state security are conducted
with state authorisation such as a warrant, the person using the warranted technique is often
expressly exempted from that state’s criminal liability for intrusion into information systems
to the extent that the intrusion conforms with expressly warranted activity.

An example can be found in the UK’s Investigatory Powers Act 2016, which holds that certain
activity conducted with lawful authority under the terms of that Act are ’lawful for all other
purposes’ [167] in ss.6(2)-(3), 81(1), 99(11), 176(9), 252(8). In other words, actions in compli-
ancewith awarrant issued pursuant to the 2016 legislation will not constitute a crime against
information systems under the Computer Misuse Act 1990 etc.98

State-sponsored acts of remote investigation into cyberspace infrastructure located in for-
eign states are considered in Section 3.12.4.

3.5.5 Research and development activities conducted by non-state per-
sons
Those who research cyber security issues and develop security products and services out-
side of the domain of state-sponsored activity can face difficulties if their planned activities
constitute a crime against information systems. Examples that may lead to difficulties in-
clude:

• uninvited remote analysis of security methods employed on third-party servers or se-
curity certificate infrastructures;

• uninvited remote analysis of third-party WiFi equipment;

• uninvited analysis of third-party LAN infrastructure;
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• invited stress testing of live WAN environments, to the extent that this degrades per-
formance of infrastructure operated by third parties who are unaware of the testing
plan;

• analysing malware and testing anti-malware methods;

• analysing botnet components and performance;

• producing or distributing security testing tools; and

• various covert intelligence-gathering techniques.

With respect to testing tools specifically, the law tends to criminalise production or distri-
bution only when the state can prove an intent to facilitate other violations of the law. This
criminal act may have less to do with the operational characteristics of the testing tool than
the subjective intention of the person who is producing or distributing it.99

In some states, researchersmight be able to demonstrate a lack of criminal responsibility for
these acts under some type of de minimis exception, if one is available (see the discussion
in Section 3.5.2).100

Some may rest on the belief that ’legitimate’ researchers will be saved from criminal liability
as a result of state discretion to refrain from investigating or prosecuting demimimis criminal
acts, judicial or jury intervention to find accused parties not guilty, or if found guilty, through
the imposition of only a token punishment. This situation is rather unsatisfactory for practi-
tioners who attempt to assess potential criminal liability arising from an otherwise carefully
risk-managed research or development effort.101

Even if practitioners find appropriate exceptions under relevant laws concerning crimes against
information systems, they must also be careful to consider whether their actions would con-
stitute crimes under other laws such as generalised privacy or data protection laws.

3.5.6 Self-help disfavoured: software locks and hack-back
’Self-help’ refers to the practice of attempting to enforce legal rights without recourse to state
authority. A routinely cited example is the re-possession of movable property by a secured
lender from a borrower in default of payment of obligations. (For example, repossessing an
automobile.)

Public policy is generally suspicious of self-help mechanisms, as they involve non-state ac-
tors exercising powers normally considered to be the exclusive province of the state. Laws
that enable such actions often impose multiple conditions that limit the actor. In the context
of cyber security, practitioners have occasionally designed or adopted methods that might
be classified as self-help.

These actions comewith the risk of potentially violating criminal law. Persons pursuing these
strategies should also remain aware of potential tort liability (see Section 3.7).
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3.5.6.1 Undisclosed software locks

Various technologies serve to limit the use of software. Implementing a system that clearly
discloses to a user that operation requires the prior entry of a unique activation key is normally
non-contentious, and is actively encouraged by certain aspects of copyright law (see Section
3.8.2.1). Similarly, SaaS providers usually do not face any sanctionswhen suspending access
to a customer who terminates the service relationship or fails to pay their service fees.102

Problems arise when a supplier (for whatever reason, including non-payment of promised li-
cense or maintenance fees) installs a lock mechanism into a software product after the fact
without customer agreement. Also problematic are instances where software sold as a prod-
uct contains an undisclosed time-lock device which later suspends functionality (in the event
of non-payment or otherwise). These types of undisclosed or post-facto interventions have
a history of being prosecuted as crimes against information systems and are otherwise crit-
icised as being against public policy, whether or not the vendor in question held a legitimate
right of action against the end user for non-payment of licence fees [204, 205].

3.5.6.2 Hack-back

Hack-back is a term used to describe some form of counter-attack launched against cy-
berspace infrastructure from which an attack appears to have originated. This strategy is
often considered in the context of an attack which appears to originate from a foreign state,
and cooperation from the foreign state is deemed unlikely or untimely. Hack-back actions
might consist of a DoS attack, efforts to intrude into and disable the originating infrastruc-
ture, etc.

Hack-back activity, on its face, falls squarely within the definition of crimes against informa-
tion systems [197]. Such an action might be prosecuted as a crime by the state where the
person conducting the hack-back is located, the states where the machines used to conduct
the hack-back are located, or the state in which the hack-back target is located. In addition
to the risk of criminal prosecution, a hack-back (if sufficiently aggressive) could serve as the
basis under international law for the state of the hack-back target to take sovereign counter-
measures against the person conducting the hack-back or against other infrastructure used
to conduct the hack-back operation – even if the hack-back itself is not directly attributable
to host state (see Section 3.12).

Many have debated adopting exceptions in law specifically to enable hack-back by non-state
actors [197, 206, 207, 208].103 These types of proposed exceptions have not yet found favour
with law makers.

3.6 CONTRACT
[107, 108]

The term ’contract’ describes a (notionally) volitional legal relationship between two or more
persons. One extremely broad definition of contract is simply, ’a promise that the law will
enforce’ [209].

Unfortunately, the word ’contract’ is often used colloquially to describe a communication that
embodies and expresses contractual promises (e.g., a piece of paper, email, or fax). This
confusion should be avoided. A contract is a legal relationship, not a piece of paper. In some
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circumstances, applicable law may exceptionally impose a requirement that some contract
obligations must be embodied in a specified form (see Section 3.10).

This section will discuss a few contract topics of recurring interest to cyber security practi-
tioners.

3.6.1 Online contracts: time of contract and receipt of contractual com-
munication
The definition of ’contract’ above immediately begs a follow-up question: howdoes one distin-
guish a legally enforceable promise from other types of communication? Although different
legal systems have varying approaches to defining a contract, the elements required by law
can be classified into two categories: sufficiency of communication, and indicia of enforce-
ability.

As an example, under the law of England a contract usually exists only when the parties have
communicated an offer and an acceptance (collectively constituting sufficiency of commu-
nication), supported by consideration and an intention to create legal relations (collectively
constituting indicia of enforceability).

Sufficiency of contract communication is a recurring issue when designing and implement-
ing online transaction systems. Understanding the precise time when a contract comes into
existence, the so-called contractual trigger, is important in risk-managing the design of on-
line transaction systems [107, 108].104 Prior to the existence of a contract the parties generally
remain free to walk away. Post-contract, however, the parties are legally bound by promises
made.

System designers should consider four successive moments in the contract communication
process:

1. the time at which Alice transmits her offer105 to Bob;

2. the time at which Bob receives Alice’s offer;

3. the time at which Bob transmits his acceptance to Alice;

4. the time at which Alice receives Bob’s acceptance.

Most common law systems would, by default, place the time of contract formation for on-
line transactions into the last of these four times – the moment that Alice receives Bob’s
acceptance.

Practitioners are urged not to conflate these four distinct moments in time, even when they
appear to be instantaneous. System designers should consider the impact of a lost or in-
terrupted transmission and, accordingly, technical design should be carefully mapped onto
relevant business process.106

A perennial question in the design of online systems concerns the precise point in time at
which it can be said that Alice or Bob has ’received’ a communication. The European Union
attempted to address this in Article 11 of the Electronic Commerce Directive 2000 [210]. This
mandates adoption of a rule that ’orders’ and ’acknowledgements’ of orders107 are generally
deemed to have been received at the moment they become accessible to the receiving party
(e.g., when the acceptance is received in Alice’s online commerce server log or Bob’s IMAP
file).108 This rule can be varied by contractual agreement in B2B commerce systems.
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Differences in approach are worthy of investigation depending on the relative value of trans-
actions supported andwhich state(s) contract law(s) might be applicable (see Section 3.6.7).

3.6.2 Encouraging security standards via contract
Contracts can serve as amechanism to encourage the implementation of security standards.
This can arise in a wide variety of contractual relationships.

3.6.2.1 Supply chain

A common contract technique is to incorporate terms within a procurement agreement that
attempt to mandate some form of compliance by a supply chain partner with specified se-
curity standards: whether published standards such as ISO 27001, or sui generis standards
adopted by the contracting parties. Although these contract terms can take many different
legal forms (e.g., warranty, representation, undertaking, condition, mandate to produce evi-
dence of third-party certification, access and audit rights etc.) the general principle is that
these contract terms have become a common mechanism that is used in an attempt to in-
fluence the security behaviour of supply chain partners.

The value of these clauses in managing supply chain behaviour, however, is worth a closer
examination. Consider the risk-weighted cost to a contracting party of breaching the terms of
such a clause (introduced in Section 3.1.5 as R). In a legal action for breach of contract, the
enforcing party normally remains responsible for proving that the breach caused financial
harm, as well as the quantum of financial harm suffered by the enforcing party as a result of
the breach (see Section 3.6.5). In the case of a breaching party’s failure to comply with an
obligation to maintain a third-party security certification, for example, it might be difficult or
impossible for the enforcing party to prove that any financial harm flows from such a breach
(thus effectively reducing the Q term to zero).

A sometimes-overlooked value of these contractual clauses ariseswell before the agreement
is made. The process of inserting and then negotiating these clauses can operate as a due
diligence technique. A negotiating party obtains information about the maturity and opera-
tional capability of the proposed supply chain partner during negotiations.

3.6.2.2 Closed trading and payment systems

Many high-value or high-volume electronic trading or payment platforms109 require persons
to enter into participation contracts prior to using the platform. These systems may be gen-
erally referred to as ’closed’ systems: they constitute a club that must be joined contractually
to enable members to trade with one another. These membership contracts typically adopt
comprehensive rules concerning forms of communication, connected equipment, and the
timing for finality of transactions. They also typically specify the adoption of certain secu-
rity standards, authentication protocols, etc. The membership contract is thus a private law
mechanism that is used to enforce certain security standards among the members. (See
also Section 3.10.2.)

Breaching the terms of the membership contract might jeopardise the subject matter of the
agreement itself – the finality of trades or the ability to collect payment. As an example, a
merchant collecting payment via payment card that fails to comply with the authentication
procedures mandated by its merchant acquirer contract might face a loss of payment for a
transaction even though it has delivered (expensive) goods into the hands of a person who
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has committed card fraud. Faced with such drastic financial consequences, the contracting
parties may work exceptionally hard to meet the mandated authentication standards.

Perhaps the most well-known example of a widespread standard implemented using con-
tract is PCI DSS adopted by the payment card industry. Failure to comply with this standard
puts at risk a party’s ability to receive payment. While there is some debate about the degree
to which this standard has been effective, it is difficult to deny that it has had some impact on
raising the standard of security practices employed by many merchants when handling card
transaction data – especially those that previously seemed to approach the subject with a
cavalier attitude.

3.6.2.3 Freedom of contract and its limitations

When considering using a contract as a means of regulating security behaviour, one must
consider that the law can and does interfere with or otherwise limit the enforceability of some
contract terms.

When considering PCI DSS standards, for example, the US Fair and Accurate Credit Transac-
tions Act of 2003 [211] in Section 113mandates specific truncation rules concerning payment
card numbers displayed on printed receipts provided at the point of sale.110 Thus, merchants
subject to US lawmust consider these public law requirements as well as PCI DSS, and those
who wish to modify the PCI DSS standards should do so in a manner that is sympathetic to
the external requirements imposed on these merchants by US law. (Some states have taken
the additional step of adopting the terms of PCI DSS into their law.)

In the case of funds transfer services, public law also establishes a framework to balance the
rights and responsibilities of providers and users of payment services which includes consid-
ering the adequacy of authenticationmechanisms. Examples can be found in Articles 97 and
4(30) of the EU Second Payment Services Directive (PSD2), as implemented in the laws of
member states [212], and Article 4A §202 of the Uniform Commercial Code, as implemented
in the laws of US states [213].

Limitations on the freedom of parties to deviate from public law norms in contract are further
discussed in Sections 3.6.3 and 3.6.4.

3.6.3 Warranties and their exclusion
The term ’warranty’111 describes a contractual promise concerning the quality or legal status
of deliverables, the adequacy of information provided by a party, the status of a signatory,
etc.

The contract laws of individual states normally imply certain minimum warranties into con-
tracts concerning the quality of the goods and services supplied. The types of quality war-
ranty most commonly imposed include:

• Objective quality of goods. The product vendor promises that the goods delivered will
be objectively satisfactory to a normal purchaser given all of the circumstances of the
transaction.112

• Subjective quality of goods. The product vendor promises that the goods delivered will
be sufficient to meet the subjective purpose of an individual purchaser, whether or not
the goods were originally manufactured for that intended purpose.113 For this warranty
to apply, the purchaser is normally required to disclose the purchaser’s specific purpose
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in advance to the vendor. As a result, this term is rarely discussed in the context of stan-
dard online commerce systems, which often do not allow unstructured communication
between vendor and purchaser concerning intended use cases.

• Objective quality of services. The service provider promises that it will exercise due care
in the process of service delivery.

Upon consideration, a significant distinction emerges between the quality of goods and ser-
vices warranties. Compliance with the goods warranties is assessed by examining the goods
supplied. A warranty that goods will be objectively satisfactory is breached if the goods are
poor – without regard to the care taken by the vendor in manufacturing, sourcing, or inspect-
ing goods. By contrast, a warranty that a service provider will take due care is assessed by
examining the service provider’s actions, qualifications and methodology. It is possible for a
service provider to comply with a warranty of due care and yet produce a deliverable which is
demonstrably poor or inaccurate. (The basis of this distinction between product and service
is becoming increasingly difficult as persons place greater reliance on cloud services as a
substitute for products. (See also discussion in Section 3.7.2.)

Although various laws imply these standard warranties into contracts as a matter of course,
it is commonplace – nearly universal – for suppliers of information and communications
technologies and services to attempt to exclude these terms by express agreement. Efforts
to exclude these baseline warranty protections are viewed with suspicion under the contract
laws of various states. As a general proposition, it is more difficult and often impossible
to exclude these baseline protections from standard form contracts with consumers. In the
context of B2B contracts, however, the rules allowing these exclusions tend to bemore liberal.

Information and communications technology vendors normally exclude these baseline im-
plied warranties and replace them with narrowly drawn express warranties concerning the
quality of deliverables.114 The relative utility of these express warranties provided by ICT ven-
dors is questioned with some regularity, especially as regards commercial off-the-shelf soft-
ware or hardware. It remains an open question to what degree these warranty standards
encourage or discourage developer behaviours in addressing security-related aspects of ICT
products and services [105].

3.6.4 Limitations of liability and exclusions of liability
Parties to contracts often use the contract to impose both limitations and exclusions of liabil-
ity that arise from the contracting relationship. An exclusion of liability refers to a contractual
term that seeks to avoid financial responsibility for entire categories of financial loss arising
as a result of breach of contract, such as consequential loss, loss of profit, loss of business
opportunity, value of wastedmanagement time, etc. A limitation of liability, on the other hand,
seeks to limit overall financial liability by reference to a fixed sum or financial formula.

The possibility of imposing and enforcing contractual limitations and exclusions of liability
creates a powerful incentive for vendors to draft and introduce express terms into their con-
tractual relationshipswith customers. The contract becomes a risk-reduction tool. As a result,
these exclusions and limitations are ubiquitous in contracts for ICT goods and services.

As with the exclusion of implied warranty terms, limitations and exclusions of liability are
viewed with suspicion under most systems of contract law. Once again, limitations and ex-
clusions of liability are most heavily disfavoured when contracting with consumers. Rules
allowing these exclusions and limitations tend to be more liberal in B2B arrangements.
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There is a wide variation among and between jurisdictions concerning the enforceability of
these limitations and exclusions. As a general proposition, civil law jurisdictions disfavour
these limitations and exclusionsmore than common law jurisdictions. Requirements of form
(see Section 3.10.2) are common, andmany legalmechanisms limit the enforceability of such
terms.

It remains an open question to what degree the relative enforceability of these contractual
limitations and exclusions encourages or discourages developer behaviours in addressing
security-related aspects of ICT products and services [105].

3.6.5 Breach of contract & remedies
When considering the obligations imposed by contract, it is also important to consider the
legal consequences of breaching a contract. (See Section 3.1.5.) A ’breach’ of contract is
simply a failure to fulfil a promise embodied in the contract. Breaches exist on a spectrum of
severity. An individual breach of contractmight be considered deminimis, moderately serious,
very significant, etc.115 The severity of breach can and often does result in different remedies
for the injured party.

In the event of a breach of contract, various remedies provided by courts to non-breaching
parties typically fall into the following categories:116

• Damages. Order the breaching party to pay monetary damages to the non-breaching
party that are sufficient to restore the net financial expectation that the harmed party
can prove was foreseeably lost as a result of the breach. This is themost common rem-
edy available. A non-breaching party is often obliged to take steps to mitigate financial
harm, and failure to mitigate can serve to reduce an award of damages accordingly.

• Recision. Declare that the contract is at an end and excuse the non-breaching party
from further performance. This is a more extreme remedy, normally reserved for cases
in which the breach is very severe. Alternatively, the terms of the contract might specif-
ically legislate for the remedy of recision under defined circumstances.117

• Specific performance.Order the breaching party to perform their (non-monetary) promise.
This is also considered an extreme remedy. This remedy is often reserved for situations
when the breaching party can take a relatively simple action that is highly significant
to the non-breaching party (e.g., enforcing a promise to deliver already-written source
code or to execute an assignment of ownership of copyright that subsists in a deliver-
able).

• Contractually mandated remedies. The contract itself may specify available remedies,
such as service credits or liquidated damages. Courts often treat these remedies with
suspicion. The law concerning enforceability of private remedies is complex and varies
significantly from jurisdiction to jurisdiction.

The remedies described above are normally cumulative in nature. Thus, a party can both
request recision and claim for damages as a result of a breach.
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3.6.6 Effect of contract on non-contracting parties
One potential limitation of the utility of contracts is that enforcement may be limited to the
contracting parties alone.

In the context of seeking a remedy for breach, the rule of privity of contract (generally found
in common law systems) normally restricts contract enforcement solely to the contacting
parties. If Alice and Bob enter into a contract and Alice breaches, under the doctrine of privity
Bob is normally the only personwho can take legal action against Alice for breach of contract.
Charlie, as a non-party, cannot normally take action against Alice for breach of contract even
if Charlie has been harmed as a result of the breach. Charlie may, however, be able to take
action against Alice under tort law, as discussed in Section 3.7. In complex supply chains,
Bob might be able to assign the benefit of the contract rights (such as warranties) to Charlie.
(Even in common law systems, there are circumstances in which parties can expressly vest
contract rights in the hands of third parties.)

If Alice is a supplier of services and wishes to limit her potential liability to persons who rely
on the outputs of these services, a contractual limitation of liability might not be effective
against a non-contracting person like Charlie who relies on her service but is not in privity
of contract with Alice. This inability to limit liability to non-contracting parties is a recurring
consideration in the development of trust services, in which third parties who rely on trust
certificates may have no direct contract relationship with the certificate issuer. (See the dis-
cussion at Section 3.10.)

3.6.7 Conflict of law – contracts
Deciding which state’s law will apply to various aspects of a contract dispute is normally
vested within the jurisdiction of the court deciding the dispute. The rules used to decide this
question can and do vary from state to state. Within the European Union, these rules have
been harmonised for most types of contract – most recently through the mechanism of the
’Rome I’ Regulation [214]. Individual US states, by contrast, remain free to adopt their own
individual rules used to decide whose law should be applied to aspects of contract disputes.
Even with these variations some useful and generalisable principles can be identified.

Express choice by the parties. It is widely accepted that persons who enter into a contract
should have some degree of freedom to choose the law that will be used to interpret it. (Rome
I, Art 3 [214].) Various policy justifications are available, often built upon notions of freedom
of contract. If parties are free to specify the terms of their contractual relationship, this ar-
gument suggests that the same parties should be free to incorporate within the agreement
anything that assists to interpret the terms that have been agreed – including the substantive
system of contract law used to interpret the agreement.

Absence of an express choice of law by the parties.Whenparties connected to different states
do not make an express choice of law in their contract, the court is faced with the dilemma
of deciding whose law to apply to various aspects of the contract dispute. In the European
Union, rules determining the applicable law in the absence of choice are found in Rome I, Art
4. Of particular interest to those who deal with online contracting systems, are the following
default rules in the absence of a clear choice by the parties:

• A contract for the sale of goods or supply of services will be governed by the law of the
place where the seller or service provider has its habitual residence. Art 4(a)-(b).
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• A contract for the sale of goods by auction shall be governed by the law of the country
where the auction takes place, if such a place can be determined. Art 4(g).

• A contract concluded within a multilateral system which brings together or facilitates
the bringing together of multiple third-party buying and selling interests in financial in-
struments in accordance with non-discretionary rules and governed by a single law,
shall be governed by that law. Art 4(h).

Thus, we see in European law a baseline policy preference to apply by default the law where
the vendor or market maker is resident, over the law where the buyers or bidders may be
resident.

Contracts with consumers.When one of the parties to a cross-border contract is a consumer,
the rules are generally modified to provide additional protection for the consumer. In dis-
putes in a European Union forum court, for example, if the cross-border vendor of products
or services pursues their business activity in the place of the consumer’s residence, or ’di-
rects such activities to that country or to several countries including that country’, then the
following special rules usually apply:

• If there is no express choice of law in the contract, the applicable law will be the law of
the consumer’s habitual residence. Art 6(1).

• If some other law has been expressly chosen, that choice of law cannot deprive the
consumer of legal protections mandated by the law of the consumer’s residence. Art
6(2).

Although the specific examples above are drawn from European legislation, they represent
principles that regularly occur in other states that face conflict of law issues in consumer
contract disputes.

3.7 TORT
A tort is any civil wrong other than a breach of contract. Unlike contractual liability, tort liability
is not necessarily predicated upon a volitional relationship between the person who commits
a tort (a ’tortfeasor’) and the person harmed by that tortious action (a ’victim’).

This section will address a few of themore common tort doctrines that should be considered
by cyber security practitioners. Two substantive torts of interest (negligence and product
liability) will be examined in some detail together with a series of more general tort doctrines
such as causation and apportionment of liability. Rights of action granted to victims under
other legal subject matter regimes (e.g., data protection, defamation, intellectual property,
etc) are also characterised as tort actions, and general tort concepts (see Sections 3.7.3,
3.7.4, 3.7.5 & 3.7.6) often apply to these as well.
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3.7.1 Negligence
Most legal systems recognise the idea that persons in society owe a certain duty to others
in the conduct of their activities. If a person fails to fulfil this duty, and the failure causes
harm to a victim, the victim is often given a right to take legal action against the tortfeasor
for financial compensation.

3.7.1.1 Duty of care: how far does it extend

Legal systems implicitly acknowledge that a person is not always responsible to everyone all
of the time. Some limitation on the scope of responsibility is normal. The courts of England,
for example, have said that one person (Alice) owes a duty of care to another (Bob) in respect
of a given activity if three conditions are fulfilled:

1. Alice and Bob are somehow proximate to one another in time and space;

2. it is reasonably foreseeable to Alice that her action (or inaction) could cause harm to
persons in a position similar to Bob; and

3. with respect to Alice’s action (or inaction), on the whole it seems fair and reasonable
for persons like Alice to be responsible to persons in a position similar to Bob.

Although this three-pronged rule is not presented as a multinational norm, it illustrates the
general proposition that the scope of civil responsibility owed to others as a result of negli-
gence is limited.118

’Foreseeability’ of harm is used routinely as a mechanism to limit the scope of liability in
negligence law.119 Foreseeability is normally measured by reference to whether or not an ob-
jectively reasonable person would have foreseen harm. A tortfeasor is not excused from lia-
bility due to failure of imagination, failure to plan, or an affirmative effort to avoid considering
potential victims.120

This raises a number of related questions about possible duties of care in the context of
cyber security, some of which are set out in Table 3.2. The purpose of Table 3.2 is merely
to consider some of the types of relationship that might create a duty of care under existing
law.

Negligence laws are tremendously flexible. As harm caused by cyber security failure be-
comes increasingly foreseeable, it seems likely that courts will increasingly interpret the
concept of duty of care to encompass various cyber-security related obligations owed to
a broader group of victims [216].

The concept of ’duty of care’ does not normally depend on the existence of any business or
contract relationship between tortfeasor and victim. As a commonly understood non-security
example, automobile drivers are said to owe a duty of care to other drivers, to bicycle riders, to
pedestrians, and to others who are expected to use roads and pathways. Onemight therefore
consider the extent to which those who supply software on a non-commercial basis, such as
open source security software, might be found to owe a duty of care to those persons who
foreseeably rely upon such software.
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When this
potential
tortfeasor:

Conducts this activity
in an unreasonable
manner:

Consider whether the potential tortfeasor owes a duty of
care to these potential victims:

Retail mer-
chant.

Maintaining secu-
rity of payment card
details supplied by
customers at point of
sale.

Card holders;

Merchant banks;

Card issuing banks. [215]

Email service
provider.

Managing the security
of email servers and
related services;

Making decisions
about the types of se-
curity to be adopted.

Service subscribers;

Subscribers’ third-party email correspondents;

Persons named in email correspondence.

Business en-
terprise.

Managing the cyber
security of enterprise
IT or OT;

Making decisions
about the types of se-
curity to be adopted.

Its own staff members; [216]121

Its counter-parties and supply chain partners;

Unrelated third parties suffering harm when malicious
actors compromise the enterprise’s security measures and
use the enterprise’s IT to launch onward attacks;

Unrelated third parties who suffer harm when compro-
mised OT causes personal injury or property damage.

Developer of
web server
software.

Implementing stan-
dard cryptographic
communication proto-
cols.

Merchants that adopt the web server software for online
commerce;

SaaS providers that adopt the web server software for
the provision of various services to customers;

Customers submitting payment card details;

Business customers that submit sensitive business
data to a SaaS provider that adopted the server software;

Business enterprises that adopt the server within their
IT or OT infrastructure.

Trust service
provider.122

Registering the iden-
tity to be bound to a
certificate;

Issuing certificates;

Maintaining the trust
infrastructure.

Customers who purchase certificates;

Third parties who place reliance on these certificates;

Third parties who operate equipment which (without
their knowledge) places reliance on these certificates.

Web browser
developer.

Selects root trust
certificates for instal-
lation into its web
browser.

Natural persons who use the web browser.

Table 3.2: Illustration of potential duty of care relationships
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3.7.1.2 Breach of duty: measuring reasonableness

If a person (Alice) owes a duty of care to another person (Bob) in the conduct of a given
activity, the question arises whether or not Alice has breached (failed to fulfil) her duty to
Bob. The formulation of these two elements together – ’breach of a duty of care’ – is normally
synonymous with ’negligence’.

A typical standard used to assess conduct is to examine whether or not Alice has acted in an
objectively reasonable manner. In classic negligence law persons like Alice are not held to
a standard of perfection. Liability is based upon fault. In assessing fault, courts often make
use of rhetorical devices such as the objectively ’reasonable person’ similarly situated.

As a framework for measuring conduct, the reasonable person standard has proven remark-
ably resilient and flexible over time. Cyber security practitioners often converge with opinions
on whether a given cyber security-related action (or inaction) was objectively reasonable or
unreasonable. Changes in technology, development of new methods etc. can all serve to
revise opinions on the definition of what constitutes ’reasonable’ security conduct.

There is a temptation to conflate ’reasonable conduct’ with efforts to define so-called ’best
practice’. Rapid advances in information technology (e.g., the falling cost of processing ca-
pability) routinely alter the cyber security landscape. Disruptive changes in the environment
(e.g., the move to the cloud, the emergence of big data, the birth of the Internet of Things)
can rapidly de-stabilise received wisdom.

The highly respected US Judge Learned Hand warned of this in two famous decisions from
the mid-twentieth Century. Responding to an operator of an ocean-going cargo vessel that
argued that the vessel’s lack of a working radio did not constitute ’unreasonable’ conduct,
Judge Hand observed in The T.J. Hooper case in 1932 that ’common practice is not the same
as reasonable practice’ [217, 218]. Although the vessel operator conformed with common in-
dustry practice of the 1920s, Judge Hand clearly expressed the idea that changes in technol-
ogy and the surrounding environment should spur re-examination of methods and activities.

Fifteen years later in the 1947 Carroll Towing case, Judge Hand announced a definition of
reasonable conduct that may be helpful in assessing whether or not the time has arrived
to adopt a given method of operation. He reasoned that when the burden (cost) of taking
a given precaution is less than: (1) the probability of loss in the absence of that precaution,multiplied by (2) the amount of the loss to be avoided, then the ’reasonable’ action is to adopt
that precaution [218, 219, 220].123 His decision sets out a type of cost-benefit test, although in
this case the cost (the ’burden’ of the potential precaution) thatwould be incurred byAlice (the
person who owes a duty of care) is compared with a benefit (i.e., reducing the risk-weighted
cost of a potential loss) enjoyed by Bob (the person or set of similarly situated persons to
whom that duty of care is owed).124

The doctrine of ’negligence, per se’ is sometimes adopted by courts to assess conduct. Using
this doctrine, a victim argues that the tortfeasor’s conduct should be found to be unreason-
able because that conduct violated a public law or widely-adopted technical standard. If Al-
ice makes unauthorised access to Bob’s computer (a crime, as discussed in Section 3.5) and
causes damage to that computer or other parts of Bob’s infrastructure as a result, Bob could
plead that Alice is negligent, per se. This doctrine has already been pleaded together with
standard negligence claims in legal action arising from cyber security-related incidents [215].
This doctrine may become increasingly useful to victims as a result of increasing standardi-
sation and regulation in the field of cyber security.125 The mere act of defining and adopting
security standardsmay therefore influence courts as they seek technical frames of reference
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for assessing the ’reasonableness’ of conduct.

Another doctrine that may be useful in analysing cyber security failures is that of ’res ipsaloquitur’ (i.e., ’the thing speaks for itself’). Using this doctrine, a victim who might otherwise
have difficulty proving the precise nature of the action that caused harm, claims that themost
appropriate inference to be drawn from the surrounding circumstances is that the accused
tortfeasor bears the responsibility. This doctrine tends to be used against persons who are
supposed to maintain control over risky or dangerous processes that otherwise cause harm.
A typical example might include legal action against a surgeon after a surgical instrument
is discovered in the body of a post-operative patient, or a wild animal escapes from a zoo.
Irrespective of the victim’s ability to prove a lapse of caution, the most appropriate inference
to be drawn from the circumstances is a lack of due care. (Hence, the thing speaks for itself.)
In the field of cyber security, one might imagine a case in which this doctrine is applied in a
legal action against a person who creates a new form ofmalware for research purposes, only
to lose containment.126

Doctrines similar to negligence per se and res ipsa loquitur might be defined in some legal
systems as rules concerning the reasonability of conduct, or theymight be defined as rules of
evidence – relieving a victim of some or all of their burden to prove unreasonable conduct, or
shifting the burden to the alleged tortfeasor to prove reasonable conduct. (See the discussion
of evidence in Section 3.1.4.)

Although they are not normally considered under the rubric of negligence law, other laws
which influence cyber security practice define ’reasonable’ conduct within their sphere of
competence. An example is found in the law of funds transfer expressed in Article 4A §202(c)
of the Uniform Commercial Code as adopted by US states [213].

3.7.1.3 The interpretation of ’fault’ differs by place and changes over time

Although the framework presented above for defining ’fault’ is generally well-received by legal
systems in most developed economies, this should not be mistaken for agreement on how
to interpret or apply these standards.

The interpretation of both ’duty of care’ and ’reasonable’ behaviour can vary significantly from
state to state. This should not be surprising, as both concepts are social constructs anchored
by opinions about risk and responsibility that prevail in a given society at a given time.

The interpretation of ’duty of care’ has (with some exceptions)mostly expanded over the past
century as the increasingly complicated and interconnected nature of modern life creates
more opportunity for the actions of one person to harm others. Similarly, the interpretation
of ’reasonable’ has generally moved in the direction of requiring more care, not less. These
interpretations can be expected to change within the working life of a practitioner, especially
as the harm caused by cyber security failure becomes increasingly foreseeable, better under-
stood, and easier to prove with new forensic tools.

Similarly, practitioners are cautioned that potentially tortious acts committed in one state
might be assessed by the interpretation of standards of care adopted by another, more de-
manding, state. (See the discussion in Section 3.7.6.)
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3.7.2 Strict liability for defective products
In the second half of the twentieth Century, a number of states with developed industrial
economies adopted rules of strict liability for defective products.127 This liability regime pro-
vides a right of action for thosewho suffer personal injury, death, or property damage, caused
by a defective product. A product is usually deemed to be defective when it fails to provide
the safety that a reasonable person would expect under the circumstances. Depending on
the specific law in question, strict liability typically attaches to persons who produce, import
or sell defective products or component products. Liability can attach to a tortfeasor who
has no pre-existing relationship with the victim.

In this type of liability, the focus of analysis shifts away from any notion of ’fault’ by the
tortfeasor and moves instead to an examination of the allegedly defective product. Liability
is generally assessed without regard to the degree of reasonableness used in producing,
examining, or selecting products for sale. This type of strict liability is found throughout the
laws of the states of the US and is incorporated into EU member states’ domestic laws as
mandated by Directive 85/374 [221, 222].

Most authorities believe that software, as such, does not fit within the various definitions of
’product’ applicable under such laws.128 Even so, under currently-existing product liability law
a defect in a software component can be the source of a defect in a product into which it
is installed. Liability of this sort arising from cyber security failures will probably increase
as physical control devices are increasingly connected to remote data services, presenting
more cyber security-related risks to life and limb.

A cyberspace-connected product (e.g., an autonomous vehicle,129 an industrial control sys-
tem, a pacemaker, a vehicle with fly-by-wire capability, a remotely operated home thermo-
stat) that fails to deliver appropriate safety, is defective whether the safety is compromised
through failures in electrical, mechanical, software, or security systems. Thus, strict product
liability could be implicated in cases of personal injury or property damagewhether the safety
of the connected device is compromised through errors in operational decision-making (e.g.,
an autonomous vehicle chooses to swerve into oncoming traffic after misinterpreting road
markings) or errors in cyber security (e.g., a flawed or improperly implemented authentication
scheme permits a remote hacker to command the same vehicle to divert into oncoming traf-
fic, to open the sluice gates in a dam, or to alter a home thermostat setting to a life-threatening
temperature).

In its comprehensive 2018 evaluation of European product liability law, the EuropeanCommis-
sion referred extensively to the increased role of software and other so-called ’digital prod-
ucts’ in modern commerce [223]. The Commission openly questioned the extent to which
digital products (e.g., software as a product, SaaS, PaaS, IaaS, data services, etc.) should be
redefined as ’products’ under product liability law and thus subjected to strict liability analy-
sis when defects cause death, personal injury, or property damage [224]. This is an area of
law that could change significantly in the medium-term future.
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3.7.3 Limiting the scope of liability: legal causation
The primary purpose of tort law is to compensate victims for harm suffered. A victim can
normally only bring a legal action against a tortfeasor if the victim can prove that the relevant
tortious action was the cause of a legally cognisable harm suffered by the victim. Put simply,
people may act negligently without tort liability – if their behaviour causes no harm.

Causation is one of the more difficult concepts to define in law. Different authorities take
different views aboutwhen it is appropriate to hold a tortfeasor responsiblewhen it is claimed
that tortious action A has produced harm B. The victim is often required to prove causation-
in-fact as a first step. This concept is also expressed as ’but for’ causation, because it can
be tested using the logical statement: ’But for tortious action A, harm B would not have
occurred.’ Liability can sometimes be eliminated by showing that a given harm would have
occurred independently of a tortious act [225, 226].

Causation-in-fact, however, is often not sufficient on its own to prove liability. Difficulties arise
when analysing more complex chains of causation where tortious action A causes result
X1, which in turn causes result X2, . . . , which in turn causes result Xn, which in turn causes
harmB.130 As the link betweenA andB becomes increasingly attenuated, policy makers and
judges struggle to define the limits of responsibility of the person committing the tortious act.
Similar difficulties arise when the ’last cause’ in a combination of negligent acts causes harm
that is significantly disproportionate to the individual negligent last act, as a result of more
serious lapses of judgment by prior actors. Approaches adopted to resolve this issue include
limiting the responsibility of the tortfeasor to harm that is reasonably foreseeable [227].131

The narrower definition of causation required by tort lawmay be referred to using terms such
as ’legal causation’ or ’proximate causation’.

Proving that a specific harm was caused by a specific cyber security incident can be ex-
tremely challenging. To take a common example, a natural person whose identification data
has been compromisedmay find it difficult or impossible to prove that the data lost in a given
data breach event are the source of the data subsequently used by malicious actors to carry
out fraud through impersonation. Data breach notification laws help to redress the imbal-
ance of evidence available to victims in these cases, but even then, the victim must prove a
causal link from a specific breach to the fraud event. A notable exception is financial loss in-
curred following a breach of payment card data, as the causation of subsequent fraud losses
can be easily inferred from a contemporaneous data breach event. These cases create other
challenges as discussed in Section 3.7.4.

3.7.4 Quantum of liability
Consideration of the impact of tort law on cyber security related activity is incomplete with-
out considering quantum of liability. (See Section 3.1.5.) Different states have different ap-
proaches to defining what constitutes legally cognisable harm for purposes of tort law. A
victim is normally required to prove the financial value of harm caused by a tortious act.

In cases involving personal injury, the value of the harm is often calculated by reference to
easily understoodmeasures such as: loss of salary suffered by the victim due to their inability
to work, costs incurred by the victim for medical treatment, rehabilitation, or nursing care,
costs of installing accommodation facilitates for a permanently injured victim, etc. Some
states also allow compensation for harm in personal injury cases that is more difficult to
quantify such as pain and suffering, emotional distress, etc.
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A recurring issue in negligence cases concerns whether or not a victim can recover for so-
called pure economic loss. There is a divergence in the law on this question. A leading case
in England concerned the economic loss caused by a poorly considered credit reference pro-
vided by a bank to its customer. Although the loss (the customer’s subsequent inability to
collect a trade debt from its insolvent client) was purely economic in nature, the English
court decided it should be recoverable because the bank professed special skill (financial
awareness), and the victim relied on the flawed statement to its detriment [228].132

A growing number of cases have been brought on the basis of negligent cyber security which
claim losses other than personal injury or property damage. Some courts have already exhib-
ited a willingness to award damages under the law of negligence to victims whose losses
are purely economic in nature [216].133 Other legal actions (settled by the parties before trial)
have involved substantial claims for economic losses based on negligent cyber security.134

Proving legally cognisable harm can be challenging for some victims who might otherwise
wish to take legal action based on cyber security failures. One example concerns the loss
of privacy. There is a lot of argument about how to quantify (financially) the harm caused by
breach of privacy unless the victim has some business or economic interest that is directly
harmed as a result.135

Another common example concerns the loss of confidentiality of financial authentication
methods such as payment card details. Card holders would have difficulty proving harm to
the extent that fraudulent charges are refunded by the issuing bank. Of course, the issuing
bank will then be able to demonstrate financial harm as a result of refunding these monies,
plus a pro rata portion of the costs incurred issuing replacement cards earlier than planned.

In response to these types of difficulties in proving harm, some states have adopted specific
laws that provide a schedule of damages that can be claimed without the need to quantify
harm. An example is found in the State of Illinois Biometric Information Privacy Act, which
provides that any party aggrieved by a violation of the act can take legal action and recover
US$1,000 per violation (for negligent violations) or US$5,000 per violation (for intentional
violations) of the law’s mandates.136 Similarly, US copyright law allows some rights owners
to recover minimum damages using a statutory tariff.

Some jurisdictions, notably member states of the United States, are prepared to award ’puni-
tive damages’ (known in some jurisdictions as ’exemplary damages’) in some tort cases.
These awards are intended to punish and deter bad behaviour. These awards can be dis-
proportionate compared to the underlying award for the harm suffered by the victim. Exam-
ples where a court might award punitive damages most commonly include cases where the
tortfeasor demonstrates a pattern of repeated poor behaviour, or the tortfeasor has made
relevant operational decisions with gross indifference to human life or human suffering.
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3.7.5 Attributing, apportioning and reducing tort liability
This section discusses a few miscellaneous legal doctrines that are important to consider
when attempting to assess risks of tort liability.

3.7.5.1 Vicarious liability

There are circumstances when the liability of a tortfeasor can be attributed to a second per-
son. The situation commonly encountered in cyber security is liability for the tortious act of
an employee attributed to their employer. This type of vicarious liability applies when the tort
is committed during the course of an employment relationship.

Vicarious liability is strict liability. Once a victim proves that the employee committed a tort
which caused relevant harm and then proves that the tort was committed within the course
of employment, the employer becomes strictly liable for that underlying tort. Pleas by the
employer about taking reasonable precautions, mandating reasonable training, due diligence
when hiring or the employee’s deviation fromemployment standards, are generally ineffective
against claims of vicarious liability.

The Court of Appeal in England in 2018 affirmed a vicarious liability claim brought in a data
protection tort action. In WmMorrison Supermarkets PLC vs Various Claimants, the data con-
trollerMorrisonwas sued by various data subjects after a disgruntled internal audit employee
published salary data of 100,000 employees in violation of data protection law.137 The se-
cure handling of salary data fell within the field of operation with which the employee was
entrusted and therefore the tort was committed by the employee within the scope of the em-
ployment relationship, thus leading to vicarious liability [193]. At time of writing, this decision
is pending appeal in The Supreme Court of the United Kingdom.138

The only reliable method to avoid vicarious liability is to encourage employee behaviour that
limits or avoids tortious activity. This is worthy of consideration by those who develop and
enforce acceptable use policies, staff security standards, employment policies, etc.

3.7.5.2 Joint and several liability

In cases where more than one tortfeasor can be said to have caused harm to a single victim,
tort law often imposes joint and several liability. The doctrine is simple: any jointly responsi-
ble tortfeasor could be required to pay 100% of the damages awarded to a victim. Although
the tortfeasor satisfying the victim’s financial claim may have the right to pursue compensa-
tion (a.k.a. ’contribution’) from other tortfeasors, this becomes problematic when the joint
tortfeasors have no financial resources or are resident in foreign states where there is no
effective method of enforcing such rights.

Practitioners may wish to consider the impact of this rule when working with supply chain
partners or joint venturers that are small, do not havemuch capital, or are resident in a foreign
state where enforcement of domestic judgments may be problematic.
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3.7.5.3 Affirmative defences

Tortfeasors are sometimes able to take advantage of certain affirmative defences to tort
claims. A tortfeasor who is able to prove the relevant elements of these defences can reduce,
or sometimes eliminate, their liability.

In the context of negligence, a common category of defences includes ’contributory negli-
gence’ or ’comparative fault’ of the victim. In this type of defence, the tortfeasor attempts to
prove that the victim’s own negligence contributed to their harm. Depending on which state’s
tort law is applicable to the claim, a successful defence can reduce or eliminate liability to
the victim.

Another category of defence that can be useful in various cyber security contexts include
’assumption of risk’ or ’consent’. In this type of defence, the tortfeasor avoids liability by prov-
ing that the victim was aware of, or knowingly consented to, the risks that ultimately caused
the harm. This type of defence can be especially useful for those who supply cyber security
services that risk damage to client infrastructure, such as penetration testing. Practitioners
often draft commercial engagement documents with a view to attempting to satisfy one of
these defences in the event that something goes wrong during the engagement.

As regards strict product liability, many states offer a so-called ’state of the art’ defence.
Where this defence is allowed, a party can avoid strict liability by proving that a product, al-
though defective, was produced at a time when the technological state of the art would not
have enabled discovery of the defect. It is debatable how this defence might apply to prod-
ucts made defective as a result of cyber security flaws.139 Of greater significance, perhaps,
is the affirmative defence against strict liability for a defective product available if the de-
fending party can prove that the defect is present due to compliance with laws or regulations
concerning product design.140

3.7.6 Conflict of law – torts
Deciding which state’s law applies to various aspects of a tort dispute is normally vested
within the juridical jurisdiction of the forumcourt deciding the dispute. The rules that are used
to decide this question can and do vary from state to state. Within the European Union, these
rules have been harmonised formost torts through themechanismof the ’Rome II’ Regulation
[229]. Individual US states, by contrast, remain free to adopt their own individual choice of
law principles when deciding whose law should be applied to aspects of tort disputes. Even
with these variations some useful and generalisable principles can be identified.

Broadly speaking, courts that examine tort claims between persons in different states tend
to adopt one of two methods most often used to decide whose law to apply: apply the law
of the place where the tortious act originated or apply the law of the place where the injury
was suffered. Historically, it might have been difficult to find cases where these two events
occurred in different states. Modern commerce, however, has produced a number of cases
where the two events can be widely separated by space and time.141

In disputes heard in courts throughout the European Union, the applicable law in a tort action
(with some exceptions) is the law of the place where the damage was suffered. (Rome II, Art
4(1).) In cases of product liability, the rules are slightly more complex and the applicable law
might be the place of the injured party’s habitual residence, the place where the product was
acquired, or the place where the damage occurred. (Rome II, Art 5.)

The above rules provide a reasonable indicator of the risk that cyber security failures occur-
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ring due to actions performed in StateA, and subsequently causing harm to persons in State
B, could easily become amenable to liability analysis under the tort law of State B. Thus
practitioners (and their employers) might be held to a higher standard of care imposed by a
foreign state where victims of negligent cyber security or defective IoT products are found.
(See, for example, the discussion of liability in Section 3.10.4.)

3.8 INTELLECTUAL PROPERTY
[107, 108]

The complexity of intellectual property law prompted a nineteenth-century US jurist to com-
ment that this subject is closest to ’the metaphysics of law’.142 Metaphysical or not, intel-
lectual property can serve to constrain or encourage actions by cyber security practitioners.
This section will summarise some points where the two fields intersect.

3.8.1 Understanding intellectual property
Intellectual property rights are negative rights – they convey the right to demand that other
persons cease a prohibited activity. The nature of the activity to be prohibited is defined in
the law establishing that right. Ownership of intellectual property normally conveys a right of
action against others who transgress one or more acts prohibited by the relevant property
right.

Intellectual property rights do not give the affirmative right for the owner to take any action
imaginable with the subject matter. A given action (e.g., combining one’s own code with oth-
ers, abusive intellectual property licensing practices) could infringe third-party intellectual
property rights or trigger liability under competition law, among others.

Registered intellectual property rights (e.g., patents and registered trademarks) are granted
on a state-by-state basis following application to an appropriate state agency, often follow-
ing examination by state officials. Unregistered intellectual property rights (e.g., copyright)
usually spring into existence without any need for intervention by state officials.

The term ’public domain’ often causes confusion. In the field of intellectual property law, ’pub-
lic domain’ refers to awork inwhich no current intellectual property right subsists. By contrast,
the phrase ’public domain’ is also used colloquially to indicate a lack (or loss) of confidential-
ity. To distinguish these two, if a confidential original written work is subsequently published
the contents become publicly known. Confidentiality has been lost. This work, however, may
still be protected by copyright unless these rights are expressly relinquished. In contrast, if
a person who writes software then declares that they are placing the code ’in the public do-
main’ this statement is often treated as an irretrievable relinquishment of copyright. The term
should be used with care.
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3.8.2 Catalogue of intellectual property rights
This section will describe some of the intellectual property rights most likely to be encoun-
tered by cyber security practitioners. Additional intellectual property rights that may be of
interest to practitioners, but which are not addressed in this section, include protections for
semiconductor topographies, the EU sui generis right to prevent the extraction or reutilisation
of the contents of a database, and registered and unregistered design rights.

In many circumstances, contract rights (especially licensing agreements) supplement intel-
lectual property rights and may be treated informally as a type of intellectual property. To
make matters more confusing, persons in business often use the phrase ’intellectual prop-
erty’ in an expansive and colloquial fashion to refer to any work product or process that is the
result of intellectual effort - whether or not it incorporates legally recognised and enforceable
intellectual property rights. This section deals only with legal rights, as such.

3.8.2.1 Copyright

Copyright143 is an unregistered right144 that springs into existence on the creation of a suffi-
ciently original work. Copyright subject matter includes literary works, which for this purpose
includes software code (both source and executable code). This makes copyright especially
important for the developers and users of security products embodied in software.

The scope of copyright is generally said to be limited to the expression of an idea rather
than the idea itself. Thus, copyright in software code normally protects only the code as
written and not the functionality of the resulting software product. Protection of functionality
is usually the province of patent rights.

The term of copyright is, by ICT standards, extremely long. Literary works are normally pro-
tected for the life of the author plus 70 years following their death.While the term of copyright
protection granted to computer software may be less than this, it remains sufficiently long
that the expiration of the copyright term is unlikely to apply to any relevant software encoun-
tered by a security practitioner within their lifetime.

Infringement of copyright normally consists of acts such as copying, transmitting, displaying
or translating a significant part of the protected work. Proving that one work infringes the
copyright embodied in a secondwork requires proof of copying. Copying can be inferred from
sufficient points of similarity between the two works – there is no need to prove knowledge
of copying by the accused. A plethora of forensic techniques have been developed over the
course of decades to assess infringement of software source code.

Liability for copyright infringement can sometimes be avoided through various ’fair use’ or
’fair dealing’ limitations. These are defined differently from state to state.145

The scope of copyright protection was expanded at the turn of the twenty-first century to
encompass the right to take legal action against personswho interferewith the technological
measures used to protect copyright works [230] at Art 11.146 This was intended to provide
additional legal rights of action against those who circumvent technologies such as digital
rights management systems (see the discussion in Section 3.8.4.) [231].

KA Law & Regulation | October 2019 Page 104

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

3.8.2.2 Patents

A patent is a registered intellectual property right, granted on a state-by-state147 basis follow-
ing application and examination. Patents are meant to protect an invention that is novel and
that also includes an additional distinguishing characteristic variously described by states
as an ’inventive step’, a ’non-obvious’ character, or something similar. This inventive step re-
quirement is a policy device used to limit patent protection to inventions that are significant
in some fashion, rather than trivial.148 Novel inventions that would have been obvious to a
person skilled in the relevant technical art are normally denied patent protection.

States expressly define additional subject matter that may not be claimed as a patented
invention. Common exclusions of special interest to security practitioners are software, assuch, and an idea or mathematical formula, as such.149 Inventions that embody these, how-
ever, can be patentable subject matter in appropriate circumstances.

The US patent system has changed its approach to software patents in the past few decades
and is increasingly receptive to them. Even states that notionally reject the concept of soft-
ware patents regularly grant patents on inventions that are embodied in software. In other
words, software patents (crudely speaking) are a regular feature of the ICT domain.

Cyber security-related inventions that appear on their face to be purely mathematical or algo-
rithmic (e.g., cryptographic methods) can be the subject of patent protection as embodied
in various devices – including software-enabled devices. Aspects of historically significant
cryptography inventions have been protected by patents, including DES, Diffie-Helman, and
RSA [232]. Although the patents on these breakthrough cryptographic inventions have now
expired, the field of cyber security innovation remains awashwith patents and pending patent
applications [233, 234, 235].

The price of a patent is paid in two forms: money and public disclosure. Applications are
expensive to prosecute and expensive to maintain. The process of navigating international
application and examination is sufficiently complex that (expensive) expert assistance is
always advisable, and often critical to success. In addition to application and examination
fees paid to states, those who are granted a patent are then required to pay periodic fees to
maintain the patent throughout its life.

Beyond the monetary cost, public disclosure is a core feature of the patent system. The
patent application must disclose how the invention works in a manner that would enable a
skilled technical practitioner to replicate it. The application and the granted patent, together
with examination correspondence,150 is normally published to enable future study.151

The term of a patent is normally 20 years from the date of application. Patents are typically
subjected to an examination process which can take years to conclude. When a patent is
granted, the right holder is normally given the right to take legal action retrospectively for
infringements that took place after the application but before the grant, even if the infringe-
ment happened prior to the publication of the application.152 The validity of a patent can be
challenged post-grant and this is a commonmethod of defending against infringement legal
actions.

Infringement of a patent normally consists of acts such as manufacturing, distributing, im-
porting, exporting or selling a product or service that embodies the claimed invention. Prov-
ing infringement involves a forensic comparison of the accused device or service with the
invention as claimed in the granted patent. There is no need for a right holder to prove that
the invention was copied from the patent or from any product. Many people who infringe
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ICT-related patents do so initially without any awareness of third-party products or patent
rights.153

3.8.2.3 Trademarks

Trademarks are usually registered154 intellectual property rights, granted on a state-by-state
basis following application.155

A trademark is a symbol or sign used to distinguish one person’s business or products from
another’s. The most common trademarks consist either of words or figures.156 Trademarks
are granted within defined use categories, meaning that it is possible for two different per-
sons to have exclusive rights for the use of the same symbol in different lines of business.
The purpose of trademarks is to reduce the possibility of confusion for those who procure
goods or services, and to protect investment in the reputation of the enterprise supplying
those goods or services.

Trademarks are normally registered for a period of 10 years, although these registrations can
be renewed indefinitely.157

Infringement of a registered trademark normally consists of displaying an identical or con-
fusingly similar mark in combination with products or services that fall within the registered
scope of exclusivity.158 Proving infringement involves comparing the accused sign with the
registered trademark and assessing whether the two are identical or confusingly similar.
There is no requirement to prove that the accused party has actual knowledge of the reg-
istered trademark.159

Infringement of trademark can occur through the use of a domain name identical or confus-
ingly similar to a registeredmark. This createswell-known tensions, as domain names are (by
definition) globally unique, while trademarks are not. To prove that the use of a domain name
constitutes infringement of a registered trademark, a rights ownersmust normally prove that
the domain name is identical or confusingly similar to the mark, and that the domain name
is used in the supply of goods or services within the scope of exclusive use defined in the
trademark registration.

Certification marks are a type of trademark that is used to demonstrate conformity with
a given standard.160 These marks are registered by a standards body, which then grants li-
cences to use the mark subject to compliance with the relevant standard. Any person who
supplies relevant goods or services bearing themark that does not conformwith the relevant
standard risks legal action for trademark infringement.

A collective mark is a trademark that is used to identify the members of an association, such
as a professional society. Having registered the relevant collectivemark, the society can take
action against those who use it without authorisation, and revoke authorisation from those
whose membership has ceased.
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3.8.2.4 Trade secrets

Trade secrets were traditionally protected under general tort law, giving persons who at-
tempted to keep their secrets the right to take legal action against those who inappropri-
ately obtained, used or disclosed these secrets. As the twentieth century progressed, a trend
emerged to increase the legal protection of trade secrets. The position of individual US states
has been significantly harmonised since the 1980s, and the US federal government adopted
the Economic Espionage Act 1996 as a national trade secret law to deter trade secret theft
[236, 237]. The European Union significantly harmonised its approach to trade secrets with
effect from 2018 [238].

The subject matter of a trade secret is generally regarded as information that is secret, is
valuable because it is secret and remains secret due to the reasonable efforts of the secret
keeper. Subject matter can include information as diverse as an ingredients list, a method of
manufacture, a customer list, an algorithm or details of a patentable invention prior to patent
application and publication. Examples of current trade secrets in ICT include the finer details
of Google’s PageRank algorithm and various proprietary cryptographic algorithms.

Maintaining confidentiality is a core element of protecting a trade secret. Trade secrets can
be protected indefinitely so long as secrecy is maintained.161 Unfortunately, loss of trade se-
crets through acts of cyber industrial espionage is believed to be widespread and should be
a source of major concern for cyber security practitioners [239]. Loss of confidentiality of
patentable subject matter can be especially damaging, as publication of inventive details by
a third party prior to patent application normally destroys patentability (as the invention then
ceases to be ’novel’).

Owners of trade secret rights can normally take legal action against persons who misappro-
priate their secrets. In some circumstances, owners of a trade secret can also take legal
action against third parties who receive a trade secret from a mis-appropriator (see the dis-
cussion in Section 3.8.4.2).

3.8.3 Enforcement – remedies
Consideration of the impact of intellectual property law is incomplete without also consider-
ing remedies available to a successful litigant. (See Section 3.1.5.)

3.8.3.1 Criminal liability

In certain egregious circumstances, infringement of intellectual property – especially copy-
right and trademark – can be prosecuted as a crime. These prosecutions usually require
proof that the infringing party was aware of the infringement and are often based on a pat-
tern or practice of infringing these rights, en masse.
Thosewho violate legal prohibitions against anti-circumvention technologies for commercial
advantage or financial gain, face a maximum sentence under US copyright law of 5 years for
a first offence and 10 years for a second offence.162 Under British copyright law a person who
manufactures, imports, distributes, etc., a device intended to circumvent these protections
faces a maximum sentence of 2 years.163

Some states classify the knowing misappropriation of a trade secret as a crime. The US
adopted a national trade secret criminal law in 1996 [237]. These laws can serve as a basis
(not necessarily the only one) for the criminal prosecution of industrial espionage activity.
Some states do not define misappropriation of trade secrets as a crime.164
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3.8.3.2 Civil liability

A rights owner is normally able to take legal action against a person for infringement of intel-
lectual property. Remedies for infringement normally includemonetary damages, which may
be calculated by reference to a so-called reasonable royalty, a statutory tariff or a demand
that the infringer make an account of any profits – a demand to pay to the rights owner the
economic benefit gained from the infringement.

Civil remedies may also include orders to seize, and perhaps destroy, products that infringe
intellectual property rights. These orders are especially useful when interdicting shipments
of ’knock-off’ goods that embody trademark or copyright infringements.

With respect to trade secrets, persons in the US who suffered misappropriation of a trade
secret traditionally brought legal action under the relevant law of their individual state. In
2016, the US national government adopted the ’Defend Trade Secrets Act 2016’ amending
the Economic Espionage Act to authorise private rights of action under federal law for the
misappropriation of trade secrets [240].

A commoncivil remedy for the infringement of intellectual property is a court order addressed
to the relevant infringing party to cease any ongoing infringing activity. In the context of patent
enforcement, this can be especially devastating as an enterprise finds itself unable to con-
tinue manufacturing or selling an infringing product. In the context of trade secret misappro-
priation, this might include an order to cease manufacturing products employing the trade
secret or an order prohibiting the publication of the trade secret. (Imagine how these would
increase the Q value described in Section 3.1.5.)

In an online context, such orders might demand that content suppliers or server hosts take
down content that infringes copyright or a trademark. Parties who enforce patents have
sought orders to force a service provider to stop the operation of infringing services deliv-
ered via an online environment [241].

3.8.4 Reverse engineering
Reverse engineering, ’the process of extracting know-how or knowledge from a humanmade
artefact’, has generally been recognised as an accepted practice although treated differently
within various categories of intellectual property law [242, 243]. Reverse engineering has his-
torically been viewed as the flip-side of trade secret misappropriation. While trade secret law
prohibits the misappropriation of a trade secret (e.g., industrial espionage, bribery etc.), the
scientific study of a device sold and purchased in a public sale in an effort to learn its secrets
has generally been viewed as ’fair game’. If a trade secret is successfully reverse engineered
in this fashion and published, it ceases to be a trade secret.

Since the turn of the twenty-first century, however, the legal treatment of reverse engineering
seems to have shifted following the adoption of laws prohibiting interference with anticir-
cumvention technologies, generally making these activities more difficult [244, 245].

Most difficulties arise in the context of reverse engineering software products. Software li-
censes often contain onerous restrictions, including some limitations on reverse engineering
generally and/or reverse compiling specifically. European law generally prohibits any restric-
tion on the ability of an authorised software user to observe and study the functioning of this
software, and also grants these users the limited right to reverse compile specifically for the
purpose of gaining interoperability information [246].
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Pamela Samuelson has produced a useful comparative summary of this confusing land-
scape [247].

3.8.4.1 Circumventing copyright technological protection measures

Following the expansion of copyright law to prohibit the circumvention of technological pro-
tection measures, those who wish to meddle with these measures do so at their peril. The
implementation of these laws provides some exceptions to liability for research in specified
circumstances, although the precise circumstances vary. Each exception relied upon must
be examined with care.

British copyright law, for example, includes a specific exemption to liability for circumventing
protectionmeasures in copyright works other than a computer program, for persons conduct-
ing research into cryptography, ’unless in so doing, or in issuing information derived from
that research, he affects prejudicially the rights of the copyright owner’ (CPDA s.296ZA(2)).
In other words, one of these researchersmight face peril under the law if they were to publish
details that made it possible for others to circumvent the protection measures. There is no
such general exception in British law for cryptography research involving the circumvention
of measures on computer programs (CPDA s.296).

3.8.4.2 Testing a proprietary cryptographic algorithm

Security researchers hoping to test the strength of a cryptographic system normally require
access to the relevant algorithm. This arises naturally from Kerckhoffs’s Principle and is
well-known to cryptographers. A person who wishes to test the security capabilities of an
algorithm encounters practical difficulties when the manufacturer of the product employs a
proprietary algorithm protected by trade secret and does not wish to disclose it for testing.

In the Megamos Crypto case (Volkswagen v Garcia), the cryptographic product under ex-
amination (a special purpose processor chip used in automobile engine immobilisers and
keys) was manufactured under license by the algorithm’s developer. The testers (academic
researchers) did not reverse engineer this product, which could have been accomplished
using an expensive chip slicing technique. They chose instead to recover the algorithm by re-
verse engineering third-party software (Tango Programmer) that implemented theMegamos
algorithm [248].

The researchers intended to publish the results of their analysis, which would have disclosed
the algorithm. Parties who had an interest in the trade secret status of the algorithm brought
legal action in the English courts to halt publication. The English High Court was confronted
with a request to prohibit publication of the research pending a full trial on the merits. The
court seemed to accept that if the researchers had recovered the algorithm from the product
itself using the chip slicing technique, there would be no case to answer. But the court found
that therewas a possibility that the third-party Tango Programmer softwaremay have existed
only as a result of trade secret misappropriation, and that the researchers should have been
aware of this. The court issued a preliminary injunction prohibiting publication [249, 250].
The case was settled before trial commenced, and the researchers eventually published a
version of their paper having redacted a component of the algorithm [251].
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3.8.5 International treatment and conflict of law
The existence of intellectual property rights and assessment of first ownership are normally
measured by reference to the place where these rights come into existence [229].

After creation in one state, the existence of copyright is generally recognised in most states
around theworld by the operation of various copyright treaties [252]. If an author writes some
software while resident in State A, the copyright laws of State A are normally viewed as the
source of authority for identifying the existence and first ownership of that copyright, while
treaties oblige most other states to enforce that copyright within their territories (subject to
limitations or exclusions granted by those states).

Grants of registered intellectual property rights (e.g., patents and registered trademarks) are
made on a state-by-state basis. When identical or confusingly similar trademarks are regis-
tered in different states to different owners, the rights of each owner are equally valid within
their respective registered territory. This can cause confusionwhen a trademark owner in one
state makes an accusation of infringement against the owner of a second, nearly identical,
trademark in another state [253].

Infringement, and defences to infringement, are normally assessed by reference to the law of
the place where the intellectual property is infringed [229]. In cases of copyright, the courts
show a persistent willingness to apply the rules (and limitations) imposed by their domestic
copyright laws with respect to works that are distributed or displayed in-state via the Internet
[95, 131]. The courts are also willing to enforce domestic patents against domestic instantia-
tions of claimed inventions delivered as part of a global service offering [241].

3.9 INTERNET INTERMEDIARIES - SHIELDS FROM
LIABILITY AND TAKE-DOWN PROCEDURES

[107, 108]

During the 1990s, policy makers around the world adopted special exceptions to shield cer-
tain communication service providers from liability for online content in prescribed circum-
stances. The changes were made in response to early cases that held these communication
service providers liable under then-existing interpretations of content liability laws including
copyright and defamation. These shields may be structured as affirmative defences, mean-
ing that the use of the shield rests upon the ability of an accused to prove that they are entitled
to be treated under the relevant exception.

In the European Union, these exceptions to liability were generally mandated by Articles 12-15
of the Ecommerce Directive. These provide generalised liability shields in respect of ’mere
conduit’, ’hosting’ and ’caching’ services [210].165 These principles are transposed into mem-
ber state law in the usual fashion.

In US law, various shields from liability arising under copyright, defamation etc., have been
adopted on a subject-by-subject basis.166

The widest scope of exemption from liability is normally afforded to those whose service
consists of acting as a mere conduit for data.167 These carriers are often exempted from
liability without exception, although they may be ordered to filter traffic as part of a court-
ordered enforcement plan [131].
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Those who provide a service that consists of nothing more than hosting data are often ex-
empted from content-related liability, unless and until they have reason to know that their
infrastructure is hosting illicit content.168 At this point, they often have an obligation to take
down offending content ’expeditiously’. Confusion over how to implement this obligation re-
sulted in changes to some lawswhich now specify in detail how take-down notices should be
sent to hosting organisations, and how hosting organisations are required to reply to these
notices.169

The topic of shielding service intermediaries from liability is not without controversy. Policy
makers re-examine these liability exception provisions from time to time [254, 255, 256, 257].
In 2018, the US Congress amended themain US content liability shield so that it no longer pro-
tects any person in cases arising from claims of promoting prostitution or acting in reckless
disregard of sex trafficking.170

3.10 DEMATERIALISATION OF DOCUMENTS AND
ELECTRONIC TRUST SERVICES
As the age of ecommerce developed, concerns grew about how to transpose traditionalmeth-
ods for assuring information authenticity and integrity (e.g., signatures, seals, and indelible
ink) into a form that could be used in fully electronic and online environments. Security tech-
nology experts responded with an array of new technologies (often based on PKI) intended
to address these concerns.

This, in turn, prompted a series of legal concerns which potentially interfere with the utility
of such technologies. These broadly fit into three categories. The first relates to the admis-
sibility of electronic documents into evidence in legal proceedings. The second category are
laws that threaten legal enforceability of communications made in electronic form. The third
category relates to uncertainty about rights and responsibilities in the provision and use of
identification trust services.

3.10.1 Admission into evidence of electronic documents
The admissibility171 of electronic data as evidence into legal proceedings, once the subject
of much suspicion by courts, has now become commonplace. Policy makers and judges
have become increasingly confident as practitioners have developed forensic techniques to
assure the authenticity and integrity of this data. Occasionally, local rules mandate special
procedures for admitting electronic evidence. While forensic disputes about the weight to
be accorded to this evidence persist, this is conceptually no different from arguments that
might arise about any other type of recorded evidence.
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3.10.2 Requirements of form and the threat of unenforceability
A requirement of form is any obligation imposed by applicable law that a given communica-
tion will be enforceable if and only if it takes a prescribed form. A failure to comply with an
applicable requirement of form creates the risk that the subjectmatter of the communication
will become unenforceable in whole or in part.

Different states have adopted differing requirements of form over the course of centuries in
response to whatever policy issuewas ascendant at the time. As a result, these requirements
are remarkably diverse and can arise in a wide variety of circumstances.

Examples of requirements of form adopted by various states include rules demanding that,
in order to be enforceable:

• certain legal notices must be delivered ’in writing’;

• certain types of commitment must be in writing and ’signed’ by (or ’executed under the
hand of’, etc.) the party against whom enforcement is sought;

• certain submissions to a state agency must be made using a specified form;

• certain contract clauses or notices that seek to restrict liability must be presented in
a prominent fashion (e.g., all in uppercase letters, bold or italic font, etc) to the party
against whom they are to be enforced;

• certain contract clauses that seek to restrict liability must be initialled by the party
against whom they are to be enforced;

• a last will and testament must be delivered in writing and signed by the testator in the
presence of a prescribed number of witnesses, who must also sign the document; and

• a document transferring title to certain types of propertymust be signed in the presence
of a state judicial official, who must then affix an official seal to the document.

The examples above are merely intended to acquaint the practitioner with some of the more
common types of requirement adopted within different laws by different states. Some states
and some laws impose relatively few requirements, while others aggressively adopt a variety
of such requirements.

Electronic trading systems developed as early as the 1960s (see Section 3.6.2.2) managed
to work around many such problems. Requirements of form were overcome using a frame-
work contract. Participants enter into written agreements (with wet-ink-on-paper signatures
or followingwhatever other requirement of formmight be imposed on these contracts) which
constitute the foundation of the contractual relationships between participants.172

Newer trading platforms built on open standards, often directed to both businesses and con-
sumers, made early gains by trading in subject matter (e.g., the sale of books and other small
consumer goods) where contracts could be concluded, and payments settled, with few if any
challenges based on requirements of form.173

There is a broad international consensus that it should be possible to create and conduct
business relationships in an online environment. In 1996, the United Nations formally encour-
aged all states to enable online trading relationships [258]. Many states around the world
contemporaneously adopted a variety of laws and regulations designed to enable the on-
line conduct of various types of transactions, trading relationships, administrative reporting,
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court filings, etc. Many were adopted in the specific context of enabling digital signatures
and trust services, as discussed in Section 3.10.3.

The legal enforceablity of communications related to other subject matter, especially topics
such as the disposition of a deceased’s estate and the transfer of title to immovable prop-
erty, have been slower to transition to electronic platforms. These often retain significant
requirements of form that make the electronic implementation of relevant communications
impracticable unless and until states decide to amend their laws.

3.10.3 Electronic signatures and identity trust services
The emergence of modern ecommerce was contemporaneous with the emergence of iden-
tity trust services, specifically those that issue digital certificates that bind the identity of a
person with a given public key in a PKI.

As engineering standards for these identity trust services began to emerge, two related legal
questions surfaced for consideration by anyone who wished to provide or make use of these
services:

• the extent to which a digital ’signature’ produced using such a system would be ac-
corded legal equivalence with a wet-ink-on-paper signature; and

• the nature of rights and responsibilities of various persons involved in themaintenance
and use of these systems.

The question of legal equivalence for signatures is merely a sub-set of the more general
problem of requirements of form discussed in Section 3.10.2. To the extent that various laws
impose a requirement to ’sign’ a communication, many states have adopted laws to provide
legal equivalence to electronic signatures in most, but not all, circumstances.

The question of rights and responsibilities of persons involved in trust service arrangements
is significantly more complex [259].

Consider first the potential liabilities of a certificate issuer in a standard three-corner opera-
tional model.174 The law of negligence (see Section 3.7.1) immediately creates a number of
challenges for any person operating as a certificate issuer, among them: what is the nature
of the duty owed to a third party relying on a certificate; what are appropriate standards of
care in this new operationalmodel; andwhat harm is foreseeablewhen errors occur? Specific
liability scenarios range from a system-wide disaster caused by the undetected compromise
of a root certificate or technical flaw in the authentication mechanism, to the occasional (al-
though recurring and perhaps inevitable) cases of improperly issuing a certificate following
the misidentification of a signatory.

Consider also the potential liabilities of a signatory or a third party who relies on a certifi-
cate. Early policy debate focussed significantly on the degree to which signatures should be
binding on the relevant signatory – especially when that person may have lost control of the
signature creation device. This is a surprisingly old issue in law, commonly encountered in the
context of cheque-signing machines, signature stamps, and the like, adopted by businesses,
financial institutions, medical professionals, etc. Much of the policy debate over this issue
appears now to be concentrated on the subject-matter laws governing specific use cases,
such as those adopted to regulate electronic payment services [212, 213].

A lack of certainty over these issues has caused certificate issuers to seek out methods to
limit or otherwise rationalise their liability. A common strategy for limiting liability, entering
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into contracts which include limitation clauses, faces a significant problem. Forming a con-
tract between the issuer and the relying person normally requires the communication of offer
and acceptance between these persons (see Section 3.6). Most systems were designed to
enable reliance without the constant intervention of presenting a user with new terms and
conditions every time a relying party encountered a new certificate vendor. Similarly, certifi-
cate issuersmight wish to warn relying parties about the scope of appropriate subjectmatter
for which the certificates might be used.

The technology development community attempted to address these concerns by incorporat-
ing in the certificates specific data fields designed to communicate reliance limits and scope
of use limits.175 This strategy faced a different set of legal challenges. In practice, the certifi-
cates tend to be buried in rarely-accessed segments of the user interface. Further, a vast
number of end users whose machines might be relying on these certificates would likely fail
to comprehend the data presented in them, as certificate data tends to be presented in a
highly technical fashion. In these circumstances, significant doubt has emerged about the
ability to create an enforceable limitation of liability between the certificate issuer and the
relying third party.176

States and legal experts intervened with a variety of recommendations, and then laws, at-
tempting to address these issues [260, 261, 262, 263].177 These laws, often identified with the
term ’digital signature’ or ’electronic signature’ in their titles, typically adopted some combi-
nation of the following policy interventions:

• mandating the acceptance of electronic signatures as legal evidence;

• mandating the legal equivalence of electronic signatures that meet certain minimum
technical characteristics to assure message authentication and integrity;

• instructing judges that electronic signatures (even those which provide little or no tech-
nical assurance of authentication or integrity) cannot be refused legal equivalencemerely
because they take an electronic form, but leaving open the possibility of denying equiv-
alence for other reasons;

• imposing on a certificate issuer a duty of care owed to third parties who rely on certifi-
cates;

• reversing the burden of proof for negligent operation of a certificate issuer enterprise,
so that an injured third party is no longer required to prove negligence but instead the
certificate issuer is required to prove non-negligent operation;

• establishing frameworks for regulation to encourage higher technical and non-technical
standards of care in the operation of a certificate issuance business;

• providing to certificate issuers the ability to limit their financial liability by presenting
the limitation in the certificate itself, whether or not the relying third party actually sees
this limitation; and

• providing to certificate issuers the ability to exclude liability for certain subject matter
by presenting the exclusion in the certificate itself, whether or not the third party actually
reviews this exclusion.

There is some degree of variance between states on how they have chosen to address these
issues. Not all states have adopted all of these interventions. Many of these interventions
are subject to a variety of additional conditions or limitations. A recurring theme concerns
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the unwillingness of lawmakers to reduce rights otherwise afforded by consumer protection
laws.

While some of these laws are general in nature, others are more narrowly drawn to address
specific subject matter. In some cases, the law delegates authority to a regulatory body to
adopt specific secondary legislation and/or technical standards on a subject-specific basis.
Any practitioner who hopes to develop a platform in an area where requirements of form are
commonplace must research and review applicable laws and regulations to reduce enforce-
ability risk.

While much debate and discussion has focused on certificate issuers, signatories, and third
parties who rely on certificates, another actor in this domain is more often overlooked: the
person who selects which certificate issuers should be trusted by default. This ’certificate
issuer selection’ role is routinely undertaken, for example, by producers of consumer web
browsers. This is perhaps inevitable, as the vast majority of end users would have no ratio-
nal method of discriminating between good-quality and poor-quality certificate issuers. This
raises the question of defining what duty of care these certificate issuer selectors might owe
to end users.178

3.10.4 Conflict of law – electronic signatures and trust services
The nature of electronic signatures and trust services invariably implicates conflicts of law
when relevant parties are in different states. Consider a certificate issuer located in StateA, a
signatory located in StateB who procures a certificate and uses it to create digital signatures,
and a third party relying on the certificate located in State C.

Assessing the legal equivalence of the signature can become complicated depending on
which law imposes a relevant requirement of form that mandates a ’signature’. In the case of
documents that purport to transfer title to immovable property, the legal equivalence question
will almost certainly be answered by reference to the law of the state where the immovable
property is located without any regard to the location of certificate issuer, signatory, or third
party relying. (I.e., this could be a fourth State D.) The state where the immovable property
is located is, in nearly all circumstances, the only one that can credibly assert enforcement
jurisdiction over a title dispute as it is the only sovereign that could seize the property. In
matters of a simple contract between a non-consumer signatory and non-consumer third
party, the European courts should be willing to find formal validity of the contract if it meets
the requirements of validity applied by the law of the state chosen by the parties to govern the
contract, the law of State B, the law of State C , or possibly the law of either party’s habitual
residence if different from any of these (Rome I, Art 11) [214]. Where consumers are involved,
the European courts would only find such a cross-border contract valid if it was deemed valid
under the law of the consumer’s habitual residence.

Determining the applicable law concerning limitations of liability is similarly complex. Con-
sider, for example, the ability of a certificate issuer to rely on a limitation of liability granted
under the trust services or digital signature law of State A. If the third party in State C brings
a negligence action against the certificate issuer, the applicable tort law may well be the law
of State C (see Section 3.7.6). The law of State C may not recognise the liability limitation
otherwise granted by State A law, especially in cases where injured persons are acting as
consumers. In other words, the value of any liability exclusion or limit granted by such laws
becomes questionable when relationships cross borders.
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3.11 OTHER REGULATORY MATTERS
This section will briefly address additional miscellaneous regulatory topics that a cyber se-
curity practitioner might be expected to encounter.

3.11.1 Industry-specific regulations and NIS Directive
A wide variety of single-industry regulators have embraced cyber security within the frame-
work of their larger role regulating subject industries [264].Many financial services regulators,
for example, in their role as regulators of operational risk in financial services, have always
had some degree of subject matter jurisdiction over cyber security operations. Details of
cyber security risk management have increased in prominence within financial services reg-
ulation and can be expected to continue to feature prominently [265].

Similarly, within professions that owe legally mandated duties of confidentiality to clients or
whose clients enjoy legally mandated privileges prohibiting disclosure of client-professional
communications (e.g., lawyers and physicians) professional regulators have become increas-
ingly attuned to problems of cyber security.

Many of these various regulations include obligations to report or disclose security breaches.
Such disclosure requirements operate in addition to any obligations imposed by data protec-
tion law (see Section 3.4.7). This creates a potentially confusing landscapewhen considering
disclosure obligations [266].

As states have begun to focus more heavily on cyber security risks, existing regulators have
been encouraged to bring cyber security into their supervisory and regulatory frameworks
especially in the context of critical national infrastructure.

In the European Union this has been accelerated by the adoption of the EU directive on net-
work and information systems (NIS Directive) [267]. Article 14 of the Directive requires mem-
ber states to ensure that ’operators of essential services’:

• ’take appropriate and proportionate technical and organisational measures to manage
the risks posed to the security of network and information systems which they use in
their operations’;

• ’take appropriate measures to prevent and minimise the impact of incidents affecting
the security of the network and information systems used for the provision of such
essential services, with a view to ensuring the continuity of those services’; and

• ’notify, without undue delay, the competent authority or the CSIRT of incidents having a
significant impact on the continuity of the essential services they provide’.

The UK implementation devolves responsibility for regulatory oversight to relevant compe-
tent authorities - instructing existing industry regulators to adopt and enforce cyber security
obligations set out in the Directive [268].

Efforts to use regulation to heighten cyber security in society continue to take many different
forms. Debate continues about which models of regulation are most effective [269].
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3.11.2 Encouraging increased cyber security for products and services
The emergent Internet of Things and the accompanying growth of cloud-based services cre-
ate increased risks from cyber security breaches to both consumers and business enter-
prises. Policy makers have begun to adopt legal frameworks for certification of compliance
of products and services with various cyber security standards.

In the European Union, certification activity is expected to operate within the framework of
the EU Cyber Security Act [270]. (See also discussion of certification marks used by public
and private standards bodies in Section 3.8.2.3.)

Relevant security standards may emerge from a variety of sources [271, 272].

3.11.3 Restrictions on exporting security technologies
States have long imposed restrictions on the export of goods intended for use in armed
conflict. These laws grew significantly during the Cold War, as Western bloc states sought
to restrict the flow of defence technologies to the Eastern bloc.179 These export limitation
regimes also apply to ’dual use’ goods: sensitive products that have legitimate uses in both
peace and war. Although a surprisingly wide variety of dual use products (and services) have
been caught under the terms of such restrictions, those that are caught because they em-
body certain cryptographic functions have been especially contentious in the field of cyber
security.

Prior to the 1990s, the US (and other states) regulated the export of strong cryptographic
products with an extremely broad brush. Export prohibitions were framed in such expansive
language that almost any export required prior government licence. At the beginning of the
1990s, the implementation of strong cryptography in software for general purpose comput-
ers, the growing body of non-governmental research work into cryptography, the availability
of the Internet as a means to distribute know-how and source code, and the increasing pres-
sure for reliable standards-based cryptographic implementations in support of cyberspace
infrastructure, collided with these same export restrictions.

In the US, a series of legal actions under US free speech law (i.e., the First Amendment to the
USConstitution)were brought challenging the validity of export regulations as applied to cryp-
tographic software. The argument presented proceeds, in essence, as follows: source code
is expressive, expressive content is protected speech, therefore source code is speech, the
export regulations are therefore a governmental prior restraint on speech, as a prior restraint
the regulations must be extremely narrowly tailored to address a clear danger, but the regula-
tions are in fact very broadly drawn and therefore do not meet constitutional muster. The US
courts struggled with the concept of whether source code was protected ’speech’. Eventually,
in Junger v Daley (2000), the US Court of Appeals for the 6th Circuit held that source code
was speech and found the US export regulations unconstitutionally over-broad [273].180 No
doubt in response to this and similar legal challenges in other US Circuits, combined with
heavy lobbying by the ICT industry, the US government issued revised export regulations to
create significantly more limited restrictions on cryptographic exports [274].

Many states including the US continue to maintain export restrictions on certain dual use
products, including some implementations of cryptographic technology. Anyone engaged in
the production of these products should review applicable laws carefully, as violations can
be prosecuted as crimes.
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3.11.4 Matters classified as secret by a state
Practitioners who are employed or engaged by states are routinely subject to laws that man-
date secrecy of certain information classified as secret by those states. Most commonly, this
arises in an environment where the disclosure of relevant secrets could harm the defence of
the state, the integrity of a police investigation, the safety or efficacy of persons conducting
state sponsored espionage activity, etc.

These laws can sometimes be used to intervene and classify as secret the research and
development work of third parties. Practitioners may also come within the remit of these
laws when state security officials choose to disclose certain classified information relating
to cyber threats.

These laws tend to authorise extremely severe criminal penalties for those who violate them.

3.12 PUBLIC INTERNATIONAL LAW
[104]

Public international law181 is the body of law that regulates relationships among and be-
tween states, which for this purpose includes international governmental organisations but
excludes constituent states of a federal state. Sources of public international law include
treaties, widely accepted international norms and customs, and decisions of international
tribunals.

Only states are said to have ’standing’ to enforce claims arising under public international
law. Non-state persons are normally unable to take legal action against states for violation
of public international law. A non-state person may hold the right to take legal action against
their home state for failure to implement obligations imposed upon the state by public in-
ternational law, although states normally must affirmatively grant these rights to non-state
persons [155].182

Similarly, international law normally seeks to regulate the behaviour of states rather than
the actions of their residents or nationals.183 Cyber operations undertaken by a non-state
person in State A against persons or infrastructure in State B normally do not constitute a
violation of international law, unless the action can be attributed to State A or to some other
State C (see Section 3.12.1.) This action by a non-state person could, however, serve as a
legal justification under international law for State B to take some form of proportionate
countermeasure against such persons or equipment in State A as an act of self-defence
([104] at R.4, cmt.2).

It has become widely accepted that principles of public international law should apply to
actions taken with respect to cyberspace [102, 103, 104, 275]. Having said this, states can
and do diverge in their opinions of how these principles should be interpreted in the context
of specific types of cyber operation. At the time of writing, themost comprehensive andmost
widely accepted published source of analysis on the application of international law to cyber
operations is the restatement of international law found in the Tallinn Manual 2.0 [104].184
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3.12.1 Attributing action to a state under international law
Attribution is the process of determining if a state is legally responsible under international
law for a given action. A series of international law doctrines are used to define when a state
is responsible for a given act ([104] at R.14-19).185

A given action might be legally attributed to a state if, for example:

• the action is undertaken by an agent or officer of the state (such as an active on-duty
member of the state’s military or police); or

• the action is undertaken by a non-state person (such as a technology services provider)
under the direction, or with the active encouragement, of state officials.

In extreme circumstances, if illicit activity is regularly initiated by non-state actors from cy-
ber infrastructure inside the territory of a state, and that state remains willfully blind to that
activity or otherwise fails to exercise appropriate due diligence in attempting to identify and
restrain the illicit activity, then it may be possible to attribute the illicit activity to that state.
This theory is not without controversy ([104] at R.6-7; R.14, cmt.3) [276].

3.12.2 State cyber operations in general
Public international law is founded on the principle of territorial sovereignty.186 A state is said
to be sovereign within its own territory, and also has the right to conduct activities outside of
its territory consistent with international law.

International law generally prohibits one state from violating the sovereignty of another ([104]
at R.4). States are, however, entitled to take appropriate countermeasures in response to a
second state that has violated the obligations it owes under international law to the first
([104] at R.20-26). Countermeasures are actions that would normally violate international
law that are directed against the second state in an effort to encourage it to comply with its
obligations under international law.

Countermeasuresmust be proportional to the complained-of violation of international law by
the second state. Countermeasures in response to an illegal cyber operationmight consist of
cyber or non-cyber responses. Thus countermeasures responding to a cyber operation which
violated international law could legitimately consist of so-called ’kinetic’ responses, cyber
operational responses, or economic sanctions [277]. This raises a recurring challenge when
attempting to understand how to assess the relevant ’proportionality’ of non-cyber counter-
measures to a cyber operation that violates international law [278].

A cyber operation of one state directed against another state is normally contrary to the prin-
ciples of international law if it interferes in the affairs of the second state ([104] at R.66).
A cyber offensive operation such as a DDoS operation, for example, would constitute inter-
ference if used to coerce the second state in a manner designed to influence outcomes in,
or conduct with respect to, a matter reserved to the target state ([104] at R.66, cmt.8&19).
The outcomes in question need not be physical in nature, and can include domestic political
outcomes ([104] at R.66, cmt.20).

A cyber operation of one state directed against another state is normally contrary to princi-
ples of international law if it constitutes a use of force or threat of same ([104] at R.68-70).

A state that is the victim of an ’armed attack’ is entitled to take proportionate countermea-
sures, including the use of force ([104] at R.71). Actions that constitute an armed attack are
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a sub-set of acts that constitute ’use of force’ ([104] at R.71, cmt.6). Finding the dividing line
between them is challenging and is generally measured by reference to the scale and effects
of the complained-of act. In the context of discussing the Stuxnet operation, for example, the
Tallinn Manual 2.0 experts agreed that if Stuxnet were to be attributed to a state it would con-
stitute a use of force; but they were divided on whether the scale and effects of the operation
were sufficient to constitute an ’armed attack’ ([104] at R.71, cmt.10).

Because of the uncertainty over when the scale and effects of a cyber operation are suffi-
ciently severe to constitute an armed attack, it has been suggested that some states have
adopted a strategy using this uncertainty to conduct cyber operations in a ’grey zone’ some-
where between peace and armed conflict [278].

3.12.3 Cyber espionage in peacetime
Cyber espionage, per se, during peacetime is not generally considered a violation of interna-
tional law ([104] at R.32) [159, 160, 279].187

Cyber surveillance and evidence gathering activities conducted from within the territory of
one state against persons or equipment in another state would therefore not necessarily con-
stitute a violation of international law. Espionage methods, however, could easily violate the
domestic criminal law of the second state (e.g., obtaining unauthorised access to comput-
ers). Furthermore,methods that support espionage by harming equipmentwithin the territory
of the second state would constitute a violation of that state’s sovereignty and (if sufficiently
damaging) could amount to a use of force.188

A specific example of this principle applies to state efforts to tap submarine communication
cables for the purpose of intercepting communications. If a state covertly taps cables in
international waters without significantly interrupting their functionality, this very likely does
not constitute a violation of international law. If one state places the tap within the territorial
waters of a second state, however, the operation constitutes a violation of the second state’s
sovereignty ([104] at R.54, cmt.17).

3.12.4 Cross-border criminal investigation
Actions by one state that constitute the exercise of police powerwithin the territory of another
(unrelated)189 state normally constitute a violation of that state’s sovereignty under interna-
tional law. This is easy to see in cases where police powers involve the use of force in person,
such as searching physical premises, or arresting or interrogating a suspect located in the
second state.

Acts of surveillance conducted from within the territory of one state that do not involve phys-
ical contact by that state’s agents with the territory of another state are more complex to
analyse. While state remote surveillance actions on their ownmight not constitute violations
of international law (see Section 3.12.3), state evidence gathering methods (such as covertly
taking remote command of a botnet controller or other equipment located on the territory of
another state) can constitute a violation of the other state’s sovereignty under international
law ([104] at R.4, cmt.18) and may also constitute the commission of a crime under the other
state’s domestic law.

Nonetheless, it is well documented that remote cyber surveillance and evidence gathering
activities are conducted by the law enforcement agencies of various states from time to
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time with the express or implied authorisation of the investigating state, and directed against
cyber infrastructure located in another, non-consenting, state [109].

3.12.5 The law of armed conflict
Upon commencement of armed conflict, the conduct of activity within the context of that
conflict is said to be governed by the ’law of armed conflict’ (also known variously as the ’law
of war’ and ’international humanitarian law’.)190 State cyber operations conducted as part of
an armed conflict are assessed by reference to the law of armed conflict. The Tallinn Manual
2.0 addresses this topic in some detail ([104] at Part IV, R.80-154).

This field is the subject of extensive study and debate by the military leadership of many
states, which invest significant time and effort producing legal guidance for their military
commanders concerning that state’s interpretation and implementation of the law. Some
of these are published and available for public review [280, 281, 282]. The US DOD Manual
specifically addresses cyber operations [281].

The precisemeaning of ’armed conflict’ is subject to somedisagreement, although it is widely
understood that armed conflict can (and often does) exist in the absence of any formal dec-
laration of war ([104] at R.80, cmt.2). During the course of armed conflict, some international
legal obligations (e.g., the 1944 Chicago Convention on civil aviation) are suspended or oth-
erwise altered as between belligerent states engaged in hostilities.

Key principles that underpin the law of armed conflict include:

• Military necessity: a state may use such force as is necessary to defeat an enemy
quickly and efficiently, provided that such force does not violate other principles of the
law of armed conflict.

• Humanity: a state may not inflict suffering, injury or destruction that is not necessary to
accomplish a legitimate military purpose.

• Distinction (aka Discrimination): a state must endeavour to distinguish military persons
and objects from civilian persons and objects. This imposes an obligation upon a bel-
ligerent state to distinguish its own military person and objects from civilian persons
and objects, as well as working to distinguish enemy state military and civilian persons
and objects.

• Proportionality: a state may not act in a manner that is unreasonable or excessive.

A recurring issue of discussion among experts concerns what is required to treat a cyber
operation, on its own, as an ’attack’ under the law of armed conflict. The Tallinn Manual 2.0
refers to such an operation as a ’cyber attack’, which the expert group defines as a cyber
operation ’that is reasonably expected to cause injury or death to persons or damage or de-
struction to objects’ ([104] at R.92).191 The characterisation of a cyber operation as a cyber
attack under international law is critical, as the law of armed conflict limits how states carry
out such attacks.

Belligerent states are to avoid targeting their attacks (which would include cyber attacks)
against civilian persons or objects ([104] at R.93, 94 & 99). Exceptions arise with respect to
civilians who participate in armed conflict ([104] at R.96, 97).

Although the principles of the law of armed conflict are not significantly in dispute, how to
interpret and apply these in the context of specific cyber operations raises a series of re-
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curring questions. For example, many legal experts take the view that the principle of not
targeting cyber attacks against civilian objects applies only to tangible objects and that in-
tangible data, as such, does not fall within the legal definition of ’object’ [283]. This was the
view of the majority of the Tallinn Manual 2.0 expert group, although a minority of that group
felt that intangibles such as data should count as ’objects’ if the effect of damaging or alter-
ing such data was sufficiently significant ([104] at R.100, cmt.6). There is wider agreement,
however, that an operation that targets and alters data, which in turn causes injury to persons
or damage to property, does rise to the level of cyber attack ([104] at R.92, cmt.6).

Another difficulty in application concerns the intermingling of military and civilian cyber infra-
structure. Under the law of armed conflict, if an object is used for both military and non-
military purposes it becomes a military objective ([104] at R.101). This leads to the possibility
that significant components of public cyber infrastructure, including dual-use data network-
ing and cloud services infrastructure, could be characterised as a legitimate target of cyber
attack in time of armed conflict (subject to other legal limitations such as the need to respect
the principles of humanity and proportionality) ([104] at R.101, cmt.4-5). Some have argued
that such outcomes point to the need to reconsider how public international law should op-
erate in this context [283].

3.13 ETHICS
Cyber security practitioners often find themselves operating in positions of trust, where spe-
cial knowledge and skills potentially give them asymmetric power to influence or disrupt the
affairs of their clients or other members of the public. Those who act outside of a specific
client relationship, such as product developers and academic researchers, exercise special
skills in a manner that could cause harm to a wide variety of third parties. Practitioner activ-
ities often take place behind closed doors away from the glare of public scrutiny. This is a
volatile mix. Ethical norms might assist in curbing behaviours that abuse positions of trust
or otherwise present significant risk to the public.

Early cyber security ethics guidance focused significantly on legal risk management such as
liability arising under intellectual property, data protection and privacy laws [284]. Although
practitioners should remain aware of laws that apply to their actions, compliance with the
law, on its own, may be insufficient to guide a practitioner to ethical action.192

As a practice that is generally conducted in the absence of formal state professional regu-
lation, it is difficult to identify generalisable norms that are expected to apply to activities
undertaken by security practitioners.193 This section will survey some of the recurring issues
and potential sources of guidance.

3.13.1 Obligations owed to a client
A review of some obligations normally owed by regulated professionals to clients may be
helpful as societies (and various nascent professional bodies) continue to develop approaches
to obligations that should be owed by cyber security practitioners to their clients.

At the very least, one can identify various duties of care that arise under contract or tort law
to conduct services and other activities that involve risk in a reasonable fashion and with
appropriate expertise. Product designers similarly owe various legal obligations under the
normal rules of tort law.
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Regulated professionals are normally expected to act in the best interests of their clients, to
avoid conflicts of interest and to maintain the confidentiality of client affairs. While affirma-
tively adopting these types of obligation by contract is often non-controversial, difficulties
can arise when a security practitioner and client disagree about the most appropriate course
of action in specific circumstances.

Challenges can arisewith respect to non-mandatory disclosure of evidence to interested third
parties.194 If a practitioner discovers evidence of wrong-doing and there is no supervening
legal obligation to report that evidence, the practitioner and client might disagree concerning
the disclosure of such evidence to interested third parties such as relevant police authorities,
CERTs or tort victims.

These cases can be difficult to navigate. In cases of evidence of economic crimes directed
against the client (e.g., petty theft), the client may view public disclosure as more damaging
than handling thematter solely on an internal disciplinary basis. In cases where an employee
is found to have harmed a third party through tortious action such as negligence, disclos-
ing this evidence to the victim may work to the financial detriment of the client’s company
through vicarious liability.

Other difficult cases arisewhen the interests of the practitioner and their client are not aligned.
Some professional ethics systems, for example, allow a regulated professional to disclose
some parts of a client’s confidential information as part of a legitimate bill collecting activ-
ity (e.g., by filing a legal action for breach of contract relating to the delivery of confidential
services). Such disclosures must normally be limited to information that is necessary to pur-
sue collection andmay come with obligations to seek appropriate protective orders from the
courts.

Actions by a practitioner that interfere with the proper functioning of their client’s infrastruc-
ture in an effort to exercise undue influence over the client are unsavoury at best, and might
cross a line into criminal conduct at worst. An express or implied threat of such action seems
no better.

It remains to be seen whether cyber security practitioner-client relationships will become the
subject of formal state regulation or licensure in due course.

3.13.2 Codes of conduct
Various professional bodies have published codes of conduct and ethical guidelines for cy-
ber security practitioners.Many of these refer to high-level ethical principleswithout themore
detailed guidance that is necessary to assist practitioners with interpretation of the princi-
ples.195

Examples of twomore recent and carefully considered codes of conduct are presented below
for consideration. One is framed as a code of general applicability and one is built around a
defined business process.

The Association for Computing Machinery can trace its history to the mid-twentieth century
and maintains a global membership of more than 100,000 [285]. The ACM Code of Ethics
and Professional Conduct was extensively revised in 2018 to take account of the impact of
data connectivity [286]. The revised ACM Code provides multiple points of guidance relevant
to the field of cyber security. The ACM also provides supplementary materials to assist in
understanding and applying the Code [287].
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The ACM Code clearly demonstrates the difficulties of balancing ethical imperatives. In its
admonition to avoid harm (Section 1.2), it states there is an ’additional obligation to report
any signs of system risks that might result in harm’. While the Code addresses the possibility
of ’whistle-blowing’ as a reporting technique in appropriate circumstances, it also cautions
that ’capricious or misguided reporting of risks can itself be harmful. Before reporting risks,
a computing professional should carefully assess relevant aspects of the situation’.

By contrast, CREST was established in the UK in the early twenty-first century originally as a
membership body for firms that supply penetration testing services.196 At the time of writing,
it has more than 180 accredited member firms [288]. Penetration testing typifies a service
that should be of significant concern to the public: information asymmetry means clients are
generally unable to distinguish good practice from bad, services are supplied confidentially
away from public scrutiny, and practitioner errors can cause disproportionate harm to clients
or third parties. The CREST Code of Conduct for CREST Qualified Individuals provides guid-
ance on numerous topics relevant to delivering these services including servicemethodology,
ethical business practices, and obligations owed to clients [289]. The CREST Code also pro-
vides a client complaint mechanism and the organisation reserves the right to expel from
membership those who fail to adhere to the CREST Code. To the extent that clients mandate
that suppliers of relevant servicesmaintain CRESTmembership, thesemandatesmay slowly
migrate CREST from a purely voluntary membership association into a de facto regulator of
those who supply these services.

By historical standards, cyber security presents a relatively new set of methods and pro-
cesses which are at best poorly understood by the public. Generalised codes like the ACM
Code are helpful, as they guide a community of persons with relevant technical expertise
who may work in fields as diverse as research and development or security management.
Service-specific codes like the CREST Code are helpful, as they focus clearly on specific high-
risk services. Codes of conduct will undoubtedly continue to develop as the impact of cyber
security practitioner activity on the public becomes better understood.

3.13.3 Vulnerability testing and disclosure
The process of searching for, finding, disclosing, and acting in response to, security vulnera-
bilities causes recurring ethical (and legal) issues [290, 291].

3.13.3.1 Testing for vulnerabilities

Practitioners who test for security vulnerabilities should consider carefully the nature of their
activities. The mere act of studying and analysing objects such as tangible hardware prod-
ucts, locally resident licensed software, or published cryptographic primitives and communi-
cation protocols, is normally uncontroversial. It is difficult to draw a line of causation from
the mere act of analysis to public harm.

Practitioners should be careful, however, to consider the source of the security object under
study. There may be a distinction, for example, between reverse engineering a silicon chip
to discover the functionality of a trade secret cryptographic scheme and reverse engineering
third-party software of suspicious provenance that embodies the same secret methodology.
Although the first might be generally permissible, the second may constitute a violation of
trade secret rights and result in liability or restrictions on limiting the ability to publish results
[249, 250] (see the discussion in Section 3.8.4.2 and Note 201).

When vulnerability testing is conducted remotely, the testing methods can raise additional
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issues. Practitioners must first remain cognisant that unauthorised efforts to gain access to
a computer system are often defined as a crime (see Section 3.5). As stated in the ACMCode
Section 2.8, ’A system being publicly accessible is not sufficient grounds on its own to imply
authorization’ [286].197 If practitioners are testing in response to a ’bug bounty’ program, they
should review carefully the terms of the program to assure that they are not exceeding the
scope of authorised testing activity.

Practitioners should also consider the potential impact of their testing methods on the sta-
bility of public or private infrastructures, including those that are the target of testing as well
as intermediary and third-party systems.

3.13.3.2 Disclosure of vulnerabilities

Thosewho find security vulnerabilities face a choice ofwhat to dowith their new-found knowl-
edge. Choices exist on a spectrum from making no disclosure, to publishing every detail im-
mediately to the world at large. In between these two extremes lie an array of possibilities.

Those who make no disclosure choose to do so for different reasons. Some wish to make
no disclosure in an effort to avoid complicated problems of ethics and potential liability. It
is difficult to reconcile this position with the ethical principle expressed in the ACM Code
Section 2.8 ’to report any signs of system risks that might result in harm’ [286].

Some who operate in support of state security agencies may wish maintain the secrecy of
a vulnerability after deciding that the risks and benefits of disclosure outweigh the risks and
benefits of maintaining secrecy [292, 293, 294, 295].198 The ethics of this ’equities’ balancing
process is a topic of continued debate [294, 296].

Finders who choose to make an immediate full public disclosure of vulnerabilities without
any prior warning to any effected person may do so for a variety of reasons. Some suggest
that this is the only certain method of encouraging remediation efforts by developers. Some
do not wish to invest in the time-consuming process of staging the private and public disclo-
sures described below. Some fear that engaging with developers will prompt a legal interven-
tion prohibiting disclosure.199 It is difficult to reconcile these arguments with the guidance
from the ACM Code to minimise harm.

Many practitioners follow a principle known as ’responsible disclosure’. The idea is to dis-
close first on a confidential basis to a person or group of persons who may be able to reme-
diate or mitigate the impact of the vulnerability. After a period of time has elapsed, the finder
might then proceed to a second stage of public disclosure. Second-stage public disclosure is
often justified by the practitioner on the theory that publication will enable other practitioners
to study and avoid similar vulnerabilities, and/or incentivise product and service providers to
remediate the vulnerability.

At the time of writing, there appear to be no generally agreed principles on the proper conduct
of responsible disclosure. Points of divergence include:

• how tomanage private disclosure when the vulnerability forms part of a widely adopted
industry standard;

• how to manage private disclosure when the vulnerability is found in a product which
forms a component or sub-component in downstream products;200

• defining the appropriate length of time between private and public disclosures;
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• defining what circumstances, if any, mandate an indeterminate delay to public disclo-
sure; and

• defining how to respond if the relevant vendors or purchasers of compromised products
disagree with the finder about the wisdom or timing of public disclosure.

Public disclosure of vulnerabilities could also create tortious liability for a disclosing finder,
especially if the process or sequence of disclosures is poorly managed or the vulnerability is
misdescribed.

Practitioners who seek to justify publication on the basis that it fits generally within the rubric
of ’responsible disclosure’ may receive a poor reception from state authorities [249, 250].201

Various efforts to obtain financial benefits from disclosing a vulnerability also lead to debate.
Accepting a financial reward from a vendor pursuant to a published ’bug bounty’ programme
seems now to be widely accepted, especially as the vendor controls the terms of the pro-
gramme [297]. Other more controversial tactics to monetise findings include:

• requesting a financial ’bug bounty’ from a vendor as a condition of disclosure when the
vendor has no existing bug bounty programme in place;

• selling knowledge of the vulnerability to a third-party broker, who then re-sells the infor-
mation; and

• engaging in market trade activity (e.g., short-selling publicly traded shares of a vendor)
in an effort to profit financially from advance knowledge that a vulnerability will soon
be published [298].

Practitioners who find vulnerabilities during the course of their work as security researchers
must further consider the extent towhich theymay be accountable to their employer or funder
for any financial benefits obtained.

3.13.3.3 Facilitating and acting on vulnerability disclosures

Product and service vendors should consider how they can facilitate and then act upon vul-
nerability disclosures in a manner that minimises harm to customers and third persons.202

Key principles to facilitate proper vendor handling of vulnerability disclosures include: pub-
lishing acceptable methods for finders to disclose vulnerabilities to the vendor, working dili-
gently to verify the vulnerability once it is disclosed, developing remediation or mitigation
strategies, disseminating fixes, working with supply chain partners, and providing feedback
to finders.

A framework to develop specific vendor policies and processes can be found in ISO/IEC
29147 (the process of receiving and handling information about vulnerabilities) and ISO/IEC
30111 (the process of verifying and remediating vulnerabilities) [299, 300]. State agencies
have also published varying guidance on this topic, which is revised from time to time [301,
302].203
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3.14 CONCLUSION: LEGAL RISK MANAGEMENT
Section 3.1.5 introduced one way for a given Bob to think about the risk of legal action from
a given Alice. There were many points implicit in that introduction, however, including Bob’s
awareness of: Alice, her right of action, as well as details of applicable substantive and proce-
dural law. On its own, the function presented ismost helpful after-the-fact - after Bob receives
a threat of legal action from Alice. The purpose of this Section is to consider legal risk man-
agement before-the-fact.

Anyone seeking to understand legal risk often beginswith an information deficit. Simply learn-
ing about themany laws and regulations that can or should influence the operation of a single
enterprise can be prohibitively time-consuming and expensive.

This problemmultiplies according to the number of jurisdictions with which a personmay be
dealing – a significant challenge if cyberspace truly enables contact with every jurisdiction
in the world. In the modern era of more than two hundred sovereign states recognised under
public international law, plus hundreds of states that aremembers of a federal or similar struc-
ture, plus untold tens (or hundreds) of thousands of additional municipal jurisdictions with
varying degrees of law making and enforcement authority, merely discovering the content
of applicable laws and regulations and assessing enforcement risks can be a monumental
task. Private law obligations imposed by contract and (potentially voluntary) self-regulatory
systems complicatematters further. In a fieldwheremultinational contacts and relationships
are commonplace, considerations of the effective limits of state power are also appropriate.

What follow are a few subjects for consideration when constructing a legal risk management
framework.

Identify subject matter areas of greatest risk. The nature of the activities undertaken by a per-
son helps to identify which laws and regulations will be of most significance to that person.
For example, banks, telecommunications infrastructure providers, and providers of medical
and legal services are always cognisant of their need to seek and maintain appropriate li-
censes for their activities. Providers of gaming (gambling) services are also very attuned to
the wide variation of laws that apply specifically to their operations. And all businesses are
extremely aware of the need to understand tax reporting, collection, and payment obligations.

Consider the impact on human life. A strict cost-benefit analysis may be useful when making
operational decisions, but becomes problematic where matters of human life and safety are
concerned. Lawsand regulations adopted to protect human life and compensate for personal
injury should be accorded special respect. A blatant disregard of such rules raise significant
moral and ethical concerns and can also result in exceptional or punitive measures when
these rules are enforced.

Conduct due diligence that is alignedwith identified risks.Nobody instructs a lawyer to ’Go and
find every law in the world that arguably might apply to anything I do.’ A typical due diligence
strategy involves first identifying and investigating the laws that could destroy or bankrupt an
enterprise. Other laws and regulations may become increasingly significant as an enterprise
grows or changes character. Foreign laws become increasingly significant as the enterprise
makes increasing contact with new jurisdictions.

Consider the practical limits of territorial enforcement jurisdiction. In the era of online com-
merce, some enterprises become paralysed with fear about the potential legal obligations
to hundreds of states whose residents might gain access to site content. Those that remain
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paralysedmay go out of business. Most of the others try to adopt pragmatic approaches that
include good faith efforts to filter content or otherwise block access to residents of states
that characterise one’s products or services as illicit.

Consider the relative cost of breaching a (non-criminal) legal obligation.Committing a crime is
different from failing to honour a civil obligation. There are times when the cost of answering
a civil legal action is less than the cost of compliance. Most commonly, this occurs in the con-
text of a commercial contract which has become uneconomic to perform, or a civil regulatory
requirement with a fixed financial penalty. In appropriate circumstances, a person might rea-
sonably conclude that repudiating its civil obligation (and accepting the risk of a legal action
for money damages) is less expensive than fulfilling the corresponding obligation.

Consider the risks to one’s own personal reputation, safety and liberty. Cyber security practi-
tioners are sometimes confronted with situations where they are tempted, or instructed, to
violate criminal law. Those who face this circumstance should remember that they may per-
sonally suffer the consequences of their actions, irrespective of whatever incentive has been
provided by an employer or client.

Consider the likelihood of enforcement. There are times when persons who have legal rights
choose not to enforce them. For example, the risk of legal action from an individual natural
person who has suffered a de minimis loss as a result of a minor business tort may be dimin-
ishingly small. If the rights of thousands or millions of these persons can be joined together
in a class action lawsuit, however, the risk increases significantly.

Consider the challenges of collecting, preserving, and presenting evidence. Efforts to enforce
legal rights and efforts to defend against claims all hinge on one’s ability to prove, or to rebut
an adversary’s efforts to prove, the underlying facts in dispute. Consider what issues will re-
quire proof when an adverse party seeks to enforce a legal right, and how one can collect and
preserve evidence to an appropriate forensic standard in anticipation of the need to defend
against this effort. Practitioners are also cautioned to explore the parameters of any appli-
cable document or data retention policy, which involves the routine and regularly scheduled
destruction or deletion of documents. While the routine destruction of documents in accor-
dance with a carefully defined governance policy is usually permissible, these procedures
normally must be suspended to the extent that documents may be relevant to any legal ac-
tion that has commenced or been threatened. Any attempt to destroy evidence that might
be relevant to such a legal action often constitutes a violation of the law and can result in
severe consequences.204

Consider vicarious liability. The only certain way to reduce vicarious liability is to influence
employee behaviour to reduce the number of acts that are tortious or otherwise violate appli-
cable regulations. Internal governance documents intended to reduce liability to third parties
should therefore be written with the goal of influencing this behaviour.

Consider localising risky activities in separate limited liability legal persons. Lawyers routinely
counsel business clients concerning the creation and structuring of separate legal persons
in an effort to contain liabilities within defined pools of investment capital. This is a complex
subject that requires careful navigation.

Consider risks that are external to the legal system, per se. In some circumstances, the great-
est risk arising from a legal action or a threat of legal action has almost nothing to do with
laws or regulations, as such. Consider, for example, the impact of a potential legal action on
the reputation of an organisation or the impact of an adverse finding on the maintenance of
relevant state licenses to conduct business.
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Consider changes to law or enforcement policy that are likely to arise. Societies and policy
makers are generally becoming more aware of the impact of cyber security. As this aware-
ness increases, states and their agents may increase enforcement activities, re-examine as-
sumptions about existing policy, and intervene rapidly with amended or new laws.
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3.2 Jurisdiction X X X X X X
3.4 Data protection X X X X
3.5 Computer Crime X X X
3.6 Contract X X
3.8 Intellectual property X X
3.9 Internet intermediaries X X
3.12 Public international law X

NOTES
1Civil procedure governs process-related matters in non-criminal legal proceedings, such as the form of

pleadings submitted to the court (including the size and shape of paper on which they are written), time allowed
for defensive pleadings and replies, methods of serving notice on parties, expanding or contracting the number
of parties in a law suit, the scope of mandatory disclosure of potential evidence, case management orders,
methods of appealing adverse decisions, etc. Examples of these rules can be found in the [England and Wales]
Civil Procedure Rules, Title 28 of the United States Code, and the [US] Federal Rules of Civil Procedure.

2Criminal procedure governs process-related matters in criminal proceedings. Because criminal proceed-
ings place at risk the individual liberty of the accused, these rules are heavily influenced by human rights law,
can be significantly different from civil procedure, and thus are oftenmaintained separately from civil procedure
rules. Examples of these rules include the [UK] Criminal Procedure and Investigations Act 1996, the [US] Federal
Rules of Criminal Procedure, etc.

3Rules of evidence govern the presentation and examination of evidence before a tribunal. This can include
matters such as the prohibition of some categories of hearsay evidence, presentation of so-called ’computer
evidence’, introduction and examination of expert testimony, permissible examination and cross-examination
techniques, etc.

4Cyber security practitioners are not alone in this respect. Highly experienced lawyers routinely require guid-
ance from ’local counsel’ who are retained specifically to assure compliance with these rules when attempting
to manage multi-state disputes.

5See Note 13
6Anecdotal evidence gathered by the author over many years of ICT-focused international commercial legal

practice, however, strongly suggests thatmany of the norms expressed in this knowledge area are also reflected
in systemsof civil law (seeNote 14). There is no claim that the normspresented herewould necessarily be found
in other systems of domestic law such as those founded on religious doctrine or sui generis customary law.

7Practitioners might wish to think of them as ’Actual Alice’ and ’Actual Bob’ as distinguished from ’Device
Alice’ and ’Device Bob’.

8Readers ignore the Notes at their peril.
9While jurists and legal scholars tend to agree on the process of legislative amendment to law, the idea

that evolution in societal values can lead to changes in the interpretation of un-amended law is not universally
accepted. Depending upon the system of law in question, some jurists and legal scholars take the view that
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some laws represent unchanging (perhaps even universal) values and reject any other notion as inappropriate
or heretical. This disagreement also exposes a recurring tension in defining and maintaining the division of leg-
islative from judicial authority. For the security practitioner this debate can be simplified as follows: by whatever
mechanism, law changes over time.

10The nature and challenges of legal scholarship have been nicely summarised by David Feldman, Q.C. [303].
11The pace of change in various laws depends upon how deeply rooted they are in social values. Certain

foundational principles concerning the administration of justice (e.g., the right to notice and the right to present
one’s case to a tribunal), are so slow to change that they appear within the span of a single generation to be
immutable. Other types of law (e.g., tax law) are amended continually.

12Indeed, the relative utility of a system of law arguably depends upon this characteristic of predictability of
outcome. A contrary, even nihilistic, view of law and legal analysis is found in the academic school of critical
legal studies. A good and accessible example is the scholarship of Girardeau Spann [304].

13Common law systems are those derived from the law of England. These are the foundation of legal systems
in states that had close historical connections with Great Britain, including England, Wales, Ireland, Australia,
New Zealand, Singapore, most of the constituent provinces of Canada, most of the constituent states of the
United States, etc. As a result, this system of law is nearly ubiquitous in anglophone territories.

14Civil law systems are those derived from a mix of Germanic, Napoleonic, and/or Nordic laws. These are
the foundation of legal systems throughout Europe (with the exception of a few common law jurisdictions) and
in states that had close historical connections with continental Europe. These include European states such
as France, Germany, Italy, Sweden, and Russia, and non-European states such as Argentina, Brazil, Mexico, and
Japan. (In the case of Japan, the late 19th century Meiji State selected the civil law of Germany as the primary
basis for its legal modernisation programme [305].)

15See discussion of ’code’ in the text accompanying Note 20
16In the author’s experience, mistaking a ’bill’ (not law) for a ’statute’ (law) is not an uncommon occurrence

among cyber security practitioners who are unaccustomed to legal research. This is especially easy for the
unwary who stumble across the annual mountain of bills introduced by members of the US Congress which
never become law.

17As a limited narrow exception, some states adopt the practice of examining legislative history (such as the
series of draft bills as they were amended in the process of debate to become law) as a means of helping to
interpret the law as finally adopted.

18The status of European Union legislation in the United Kingdomafter Brexit is complex. The UK has adopted
legislation that will generally continuewithin the body of UK domestic law those pre-Brexit EU laws that aremost
relevant to cyber security (e.g., data protection regulation) unless and until the UK Parliament decides to diverge
from EU legal principles.

19In the context of a system of federal states, ’foreign state’ can include another member state of the federa-
tion. Thus, courts of the State of New York would regard interpretations of law issued by courts of the State of
California as the decisions of a foreign state. As such, they would not constitute binding authority in New York
State courts, although they might have value as a source of persuasive authority. This discussion should not
be confused with the subject of enforcing foreign judgments (see Section 3.2.4).

20For example, the United States Code (U.S.C.) (a collection of otherwise disparate Acts of the US Congress
organised into code form by editors who then revise the code as further legislation is adopted or amended),
and the Bürgerliches Gesetzbuch (BGB) (the comprehensive code of German civil law adopted en masse at the
start of the 20th century and amended from time to time).

21For example, the Code of Federal Regulations (C.F.R.) (a codified form of US secondary legislation).
22For example, the Uniform Commercial Code (U.C.C.) (a set of model laws produced as a joint project of

the Uniform Law Commission and the American Law Institute, which has in turn been adopted with some local
variations by most constituent states of the United States and has thus become extremely influential).

23This last category can sometimes suggest the future development of law, as statesmay decide tomandate
compliance with codes that began life as suggested rules. Similarly, courts may use advisory codes as a way
of interpreting responsibilities such as the requirement to act ’reasonably’ in assessing negligence liability.
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24For example, The Tallinn Manual (a restatement of public international law applicable to cyber operations)
and the Restatement (Third) of Torts: Products Liability [104, 221].

25This can be simplified with the observation, ’There’s no such "place" as cyberspace’.
26Some creative arguments against this result include attempting to recharacterise cyberspace as ’territory’

that exists separately from sovereign states, thus attempting to describe a universal and harmonised set of
legal principles that should be applicable to all uses of cyberspace globally, and in some cases rejecting the au-
thority of sovereign states to intervene in cyberspace-related activities. The best of these constitute interesting
experiments in legal philosophy [306].

27The relative merits of defining an artificial intelligence as a person for legal purposes have been considered
by legal scholars from time to time [307, 308].

28A variety of other legal doctrines might create liability for persons as a result of actions directed by an
artificial intelligence [309].

29Various financial fraud crimes are often defined in this fashion, for example, requiring proof that the accused
had a specific intention to deceive (scienter). Many of the computer crimes discussed in Section 3.5.1 may not
require such proof.

30Criminal intent (or its lack) should be distinguished from circumstances where the law expressly provides
a defence such as ’public interest’, ’public necessity’, or ’self-defence’.

31’Civil law’ in this context, meaning non-criminal law, should not be confused with the term ’civil law’ as a
means of classifying systems of law such as are found in the states of continental Europe. See Note 14.

32Principles of human rights law designed to guarantee a fair trial for Alice often force people like Bob to
delay their civil action until the relevant criminal prosecution is concluded. The difference in standards of proof,
it is entirely possible for Alice to be found ’not guilty’ of the alleged crime and still be found liable for the alleged
tort.

33The law of the United Kingdom expressly prohibits introducing the content of such intercepted communi-
cations as evidence in court proceedings.

34This definition of ’proof’ stands in sharp contrast to a ’mathematical proof’. In the field of mathematics, to
’prove’ somethingmeans to establish undeniability as a logical necessity – to establish the truth of a proposition
beyond any dispute. (For example, proof of Pythagoras’ theorem.) By contrast, the proof of a real-world event
in a court of law never results in absolute certainty. A fact finder in a legal proceeding must reach a conclusion
on less than total certainty. A technology journalist eloquently summarised this when he stated, ’The purpose
of law is not to achieve philosophical or mathematical truth, but to take a messy reality and achieve workable
results that society can live with’ [310].

35An ’affirmative defence’ is contrasted with other types of defence where the party pursuing a right of action
continues to carry the burden of proof. For example, in a criminal prosecution for murder under English law if
the accused claims ’self-defence’ it remains the responsibility of the state to prove beyond reasonable doubt
that the accused is NOT entitled to the defence. By contrast, a claim of ’insanity’ is an affirmative defence
under English criminal law. The burden of proving insanity falls on the accused, although the standard of proof
required is merely the ’balance of probabilities’ [311].

36There are many possible criticisms of this approach to explaining legal risk analysis, including the focus on
’cost’ as a determinant of risk. Factors beyond the mere financial are considered in Section 3.14.

37Although courts use this same phrase to describe the two standards of proof, they remain free to define
them differently in the context of interpreting two different laws adopted for two different purposes.

38This term can also be used to describe subject matter and territorial authority of legal persons created by
treaty between states, such as international governmental organisations (e.g., the ITU) and special purpose
multi-state municipal organisations (e.g., The Port Authority of New York and New Jersey, and the Washington
[DC] Metropolitan Area Transit Authority).

39By contrast, ’subject matter jurisdiction’ refers to the scope of the subject matter that can be addressed
by a given entity. For example, a single state might choose to divide its court system into two parts: one that
addresses only criminal complaints and one that addresses only civil matters. While the territorial jurisdiction
of both courts might be identical, the subject matter jurisdiction is clearly different. Similarly, the scope of
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authority delegated to individual regulatory agencies, ministers of state, etc., constitute a type of subject matter
jurisdiction for that agency.

40A good introduction to the principles of juridical jurisdiction for civil cases is found in the recast Brussels I
Regulation, which presents the rules normally applicable to civil matters in courts located within the European
Union [312].

41To take an admittedly whimsical fictional example from theWildWest, in the film Silverado Sheriff Langston
(portrayed by John Cleese) discontinues his hot pursuit of criminal suspects through the wilderness after a
sniper opens fire on his posse. He justifies his action explaining wryly to his companions, ’Todaymy jurisdiction
ends here’ [313]. Sheriff Langston’s quandary illustrates the relationship between state power and enforcement
jurisdiction. Non-fictional examples that explore the territorial limits of state enforcement power are readily
available, albeit controversial, and in some cases are the subject of diplomatic and international legal dispute.

42See various US statutes criminalising acts of homicide against US nationals while overseas codified at 18
U.S.C. §2332.

43Reasons this activity might not be illegal under the law of the first state include, most obviously, where
the first state has not adopted any law to criminalise the complained-of hacking activity. Alternatively, the first
state may criminalise the activity in normal circumstances but officially warrants the cyber operation pursuant
to the lawful domestic authority of the first state. In this second scenario, the person undertaking the operation
would normally be immune from criminal prosecution in the first state but subject to criminal prosecution in
the second. This discussion focuses solely on liability of the relevant non-state person undertaking the cyber
operation. The liability of states to one another for such operations is addressed in public international law (see
Section 3.12).

44The subjects of espionage and remote evidence gathering are discussed in Sections 3.12.3 & 3.12.4
45The 1998 dispute over legal control of DNS root servers, and its informal albeit dramatic resolution, is re-

counted by Goldsmith and Wu and criticised by Froomkin among others [95, 314].
46A bank in this situation faces the practical problem of two competing states making conflicting demands:

one ordering payment, and a second prohibiting payment. Taking the analysis one step further, imagine what
could happen if (in an effort to avoid adverse enforcement actions by the United States) the London branch
of a US bank refused to comply with the judgment of an English court. This bank might jeopardise its ability
to conduct regulated banking activities in London. Presumably, the depositor could also ask English courts for
enforcement assistance by demanding the seizure and forfeiture of funds held by such defaulting US banks
on deposit with other banks in the UK. The depositor could also take the judgment and request enforcement
by third-party states where the US bank also held funds on deposit. These are the types of analysis that arise
when a non-state person considers the risk of potentially conflicting state mandates.

47In the context of the US federal system, each member state of the US is normally required to enforce civil
judgments issued by courts of other member states under the Constitutional mandate to give ’full faith and
credit’ to acts of other US states. (US Constitution, Art IV, Sec 1.) A similar rule applies in the European Union by
operation of Chapter III of the (recast) Brussels I Regulation [312].

48To avoid a point of occasional confusion, if a suspect is travelling from State A to State C and they are
transiting State B, the police of State B are normally able to arrest that suspect upon arrival in State B. This
continues to hold true even if the suspect does not request entry to StateB. Criminal suspects can be, and have
been, arrested in the international transit areas of airports.

49Lessig’s phrase ’code is law’ has been the subject of widespread discussion among both technologists and
lawyers [315]. Lessig highlights the close interrelationship between technological controls (computer code) and
human governance controls (legal code). Both are mechanisms that can serve to limit how systems are used.
Each mechanism has different utility. And ultimately, each mechanism may influence the other. However, the
phrase has been interpreted by some tomean that ’whoever writes the computer code is essentially making the
law’. The history of how laws are enforced with respect to Internet-related activity strongly suggests that this
interpretation is (at best) terribly misleading and (at worst) misunderstands the direction of causality between
computer and legal code.

While technologists certainly enjoyed first-mover advantage in choosing the design of the underlying archi-
tecture of the Internet and related applications, law makers - and the societies for whom they serve as a proxy
- have responded strongly with their own opinions about how systems should work. As one author has wryly
observed, societal opinion seems to have moved ’from "Code is Law" to "Law is Law"’ [160]. In other words, one
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should not assume that the persons who write the (computer) code are the same persons who create the legal
norms to be enforced.

50The significant role undertaken by various platform operators in filtering content on a state-specific ba-
sis and supplying similar geo-filtering tools to their content supplying customers is often overlooked in policy
debate.

51An example of collaborative filtering is found in the work of the Internet Watch Foundation. Among other
things, the IWF maintains a URL database of sites known to host images of child sexual abuse. This database
is used by various service providers to restrict access to these sites [316].

52The opinion of Judge Lynch, concurring, is especially interesting as he wrote to highlight many of the more
unsettling and counter-intuitive policy aspects that would result from the judgment and ’to emphasize the need
for congressional action to revise a badly outdated statute’.

53Although the Microsoft case was dismissed prior to judgment, the extensive collection of briefs filed with
the US Supreme Court by a variety of interested third parties constitutes a treasure trove of analysis and advo-
cacy on this topic. It remains possible that a future dispute might be brought in the US courts to challenge the
authority of the US Congress under the terms of the US Constitution to extend jurisdiction in this fashion. While
the outcome of any such future challenge is debatable, it seems unlikely to succeed.

54The precise meaning of ’lawful and voluntary consent’ in Article 32b of the Budapest Convention has
prompted much discussion. One area of repeated concern is the acceptance by some states of criminal plea
bargaining techniques as a means of obtaining consent from criminal suspects [139, 317]. ’Consent’ is a chal-
lenging subject in law, generally [318]. See also Section 3.4.2.

55Although people most often discuss the issue of data sovereignty in the context of compelled disclosure of
data, other state interventionsmay also be possible such as compelled data alteration or deletion, or compelled
service interruption.

56Methods used in an effort to mitigate this risk using cryptographic technology, database sharding or repli-
cation over servers in multiple states, etc. are outside the scope of this knowledge area.

57The Regulation, of course, does not interfere with any data localisation rules imposed for reasons of state
security as this subject area falls outside the regulatory subject matter jurisdiction of the European Union.

58The discussion in the Section focuses primarily on the privacy rights of natural persons. States can and
do apply these or similar rights to legal persons, although the privacy rights of legal persons may be less than
those accorded to natural persons in some circumstances.

59To understand the legal context of the international instruments cited, see the introductory discussion of
public international law in Section 3.12.

60The conditional nature of the right expressed in Article 7 is explained in an accompanying report [319, 320].
61In the US legal system, for example, the Fourth Amendment to the US Constitution provides a set of rights

that limit only state actions, while the California Constitution grants a general right of privacy effective against
state and non-state actions. Both the US and its constituent states have promulgated a large number of laws
that regulate intrusions under various conditions. The landscape is complicated.

62Examples made possible by the emergent mobile app economy include processing data concerning per-
sonal contacts, calendar and scheduling information, banking data and authentication credentials, personal
notes and communications, browsing and shopping history, intimate relationship data, and a variety of health-
related data from heart rate and exercise patterns to menstruation data. Each new data set presents a question
about the ’normal’ expectation of privacy when using these services, and the permissible scope of intrusion by
state and non-state persons.

63In the referenced case of Smith v Maryland, the US Supreme Court decided in 1979 that compelled disclo-
sure of customer dialling records did not constitute a ’search’ for purposes of the Fourth Amendment to the US
Constitution as the customer had no expectation of privacy in the list of numbers dialled [158].

64Compare the information that can be inferred after discovering that a target of investigation has navigated
to a URL string such as ’web.example.com/politicalpartyname/how-to-renew-my-membership.htm’ with the dis-
covery that the same person dialled a phone number such as ’1-202-555-7730’. In this example, the URL meta-
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data leads to a strong inference of communication content and the probable ability to reconstruct accessed
content precisely.

65The US Supreme Court, for example, decided in 2018 that a cell phone customer has a reasonable expecta-
tion of privacy in location data and therefore the state-compelled disclosure of this data constitutes a ’search’
for Fourth Amendment purposes [321]. In Europe, customer location data has been expressly protected under
privacy and data protection laws for some time.

66Consider, for example, the capability of various de-anonymisation techniques that can be applied to meta-
data as well as the reported growth of metadata analysis in the field of signals intelligence.

67There are, of course, risks associated with the implementation of these facilities and examples of how
they have been abused in violation of applicable law. Anti-abuse measures can and should be founded on both
technological and organisational controls.

68The complexity facing a multinational services provider in complying with lawful interception obligations is
well illustrated in Vodafone’s published transparency report, which includes a lengthy summary of the relevant
laws they face in 28 states [322].

69In an effort to navigate potential restrictions on reporting new types of interception, some service providers
adopted the practice of publishing so-called ’Warrant Canaries’ – a statement published on a recurring basis
that no interception warrants of a given type had been received. The theory behind this practice was that a
subsequent failure to re-publish the Canary statement would allow the public to infer (without the communi-
cation provider expressly stating) that state-warranted interception had commenced. This practice seems to
have fallen into disfavour, probably aided by the sometimes-debatable legal status of the practice plus addi-
tional state legal interventions that made this strategy more difficult or impossible to carry out within the terms
of applicable law. See, e.g., 50 U.S.C. §1874(a) [323].

70In the US, some courts have held that efforts to compel disclosure of passwords triggers scrutiny under
human rights law as it forces a suspect to give testimony against himself, while mandatory presentation of
a fingerprint to unlock a device does not trigger this same legal objection [165]. This is an area where legal
standards remain murky and the topic is ripe for further dispute and development [166].

71An example is s.49 of the (UK) Regulation of Investigatory Powers Act 2000.
72Practitioners should be careful to distinguish between activities such as developing a communications

protocol, writing software that implements a protocol, supplying such software to the public, and supplying
a service that implements a protocol. A quick test that may assist in clarifying a person’s status is to ask this
question: ’Would the relevant communications service continue to operate if the processes administered by this
person ceased to function?’ Thus, a person who supplies IMAP services, SMTP services, or a key distribution
service to support end-to-end encryption for a communications app is more likely to be classified as a commu-
nications service provider under relevant legislation than a person whomerely writes software that implements
a protocol. Details of applicable laws diverge significantly and must be investigated on a state-by-state basis.

73For example, Brady v Maryland [324]. This is less likely to occur to the extent that the law of a state (such
as the UK) prohibits use of intercepted communications as evidence in legal actions [167] at s.56.

74The US exclusionary rule has been hotly debated for more than half a century.
75Activities undertaken by states in defence of state security generally fall outside the prescriptive jurisdiction

of the EU. Member states may choose individually to apply similar principles in the state security context [187],
Part 4.

76Practitioners must not lose sight of this regulatory purpose. When assessing risks of various processing
activities and security arrangements in the context of data protection law compliance, the risk to be assessed
is normally the risk of harm to data subjects - living human beings. Risks faced by the processing enterprise (in-
cluding risks of non-compliance with data protection law) should be evaluated separately. A similar observation
can be found in the context of the Carroll Towing case discussed in Section 3.7.1.2 and Note 123.

77The attempt to delineate ’pseudonymous’ from ’anonymous’ data is a subject of significant discussion
[325]. While details of de-anonymisationmethods are beyond the scope of this knowledge area, examples seem
readily available [326].

78For example, the term ’personally identifiable information’ is defined for the purposes of US bankruptcy law
at 11 U.S.C. §101(41A) and defined differently for the purposes of a federal law prohibiting the disclosure of
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video rental histories at 18 U.S.C. §2710(a)(3).
79This is a natural result of the US approach to this subject, which is to adopt narrowly drawn sui generis laws

that specifically focus on individual use cases. The cited decisions are drawn from examples of the US courts
interpreting a 1988 law originally adopted to restrict the disclosure of video rental records as they were kept in
the 1980s. The courts were called upon to interpret this ageing statute in the context of online streaming service
records in 2015. Practitioners may be interested to note that as US courts are charged with responsibility to
interpret thewill of theUSCongresswhen resolving these cases, they seemunaware of (or perhaps uninterested
in) the technical definitions of PII offered by the ISO and NIST publications [179, 180].

80In practice, there may be a strong temptation, and corresponding pressure, to assume that the absence
of obvious personal identifiers in a data set means that no personal data are present. A better approach is
to appreciate that data protection law tends to measure obligations in proportion to the risks presented by
any given processing activity. Data sets containing personal data without obvious personal identifiers might
therefore present a lower risk when processed, thus making compliance less onerous in such cases.

81Consent is perhaps one of the least well understood, and hotly debated, terms in data protection law. In
addition to many sources of guidance published by public authorities on this topic, practitioners who wish to
explore this concept in depth might take inspiration from outside the body of data protection law [318].

82The notifications discussed in this section are distinguished from separate requirements, if any, to share
security breach information with relevant industry-specific regulators or security coordination authorities (see
Section 3.11.1).

83By 2010, 46 US states had adopted legislation mandating some form of personal data breach notification
to effected persons [327].

84Mandatory obligations to communicate personal data breaches to data subjects irrespective of the risk of
harm has been criticised on a number of grounds, including: data subjects become overwhelmed by communi-
cations and are unable to distinguish the degree of risk presented by any individual breach, communicating to a
large set of data subjects is extremely resource-intensive, and communicating to data subjects could interfere
with the ability of police authorities to investigate the breach.

85 The UK ICO explained the proposed fine in its Statement of July 8, 2019: ’The proposed fine relates to a
cyber incident notified to the ICO by British Airways in September 2018. This incident in part involved user traffic
to the British Airways website being diverted to a fraudulent site. Through this false site, customer details
were harvested by the attackers. Personal data of approximately 500,000 customers were compromised in
this incident, which is believed to have begun in June 2018. The ICO’s investigation has found that a variety of
information was compromised by poor security arrangements at the company, including log in, payment card,
and travel booking details as well name and address information.’

86 The UK ICO explained the proposed fine in its Statement of July 9, 2019: ’The proposed fine relates to a
cyber incident which was notified to the ICO byMarriott in November 2018. A variety of personal data contained
in approximately 339 million guest records globally were exposed by the incident, of which around 30 million
related to residents of 31 countries in the European Economic Area (EEA). Seven million related to UK residents.
It is believed the vulnerability began when the systems of the Starwood hotels group were compromised in
2014. Marriott subsequently acquired Starwood in 2016, but the exposure of customer information was not
discovered until 2018. The ICO’s investigation found that Marriott failed to undertake sufficient due diligence
when it bought Starwood and should also have done more to secure its systems.’

87As Ian Walden notes, ’classifying certain subject matter as criminally illegal can be a highly contentious
matter, raising complex definitional issues, questions of causation, and human rights concerns, specifically
rights to privacy, freedom of expression, assembly, and association’ [109] at para 3.95.

88The problem is presented in thewell-known case of R v Gold and Schifreen [328]. The accusedwere arrested
in the UK in 1985 after they had obtained a system password for an early email system and used it to access an
email account assigned to amember of the British Royal Family. Although the accusedwere originally convicted
following trial in 1986 for violating the Forgery and Counterfeiting Act 1981, the House of Lords (at that time the
court of last resort in the UK) quashed the conviction in 1988 holding that the complained-of action was not a
violation of the 1981 statute.

89Bruce Sterling provides an interesting history of early computer crime investigation and prosecution efforts
in the 1980s by the US authorities, and colourfully describes how they sometimes missed their intended target
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[329]. Clifford Stoll also describes the contemporaneous challenges he encountered as a private citizen at-
tempting to investigate computer intrusion, complaining that he often could not find law enforcement officials
able to assist him [330].

90A catalogue of US state computer crime statutes is maintained by the National Conference of State Legis-
latures [331]. A very useful and oft-cited survey of US state laws was compiled by Susan Brenner [332].

91Both the Budapest Convention and Directive 2013/40 allow states a certain degree of flexibility in the detail
of their domestic laws, and many contracting states have declared reservations against certain provisions of
the Budapest Convention.

92Confusingly, the verb ’to hack’ is also used to describe non-criminal, often informal, ICT research and devel-
opment activities that are pleasingly clever or demonstrate a previously unknown characteristic of an object.
This positive connotation of the term now extends beyond the realm of ICT development, as can be found in
emerging phrases such as ’life hack’ and ’hackathon’.

93The role of prosecutorial discretion is one possible explanation for the lack of a de minimis exception in the
definition of computer crimes. See the discussion in Sections 3.5.3 and 3.5.5.

94This was discussed after the Click television programme’s ’Botnet experiment’ was broadcast on the BBC
in March 2009, in which the show’s producers procured and then commanded the actions of such a botnet,
albeit with an avowedly benign intention [333, 334, 335, 336].

95In some rare instances, non-state persons are granted the right to bring a criminal prosecution when state
officials have chosen not to do so.

96US Federal Courts undertake an algorithmic approach in calculating recommended criminal sentences pur-
suant the US Federal Sentencing Guidelines [337]. Under these guidelines, crimes against information systems
are classified as ’economic’ crimes and sentences may be significantly enhanced based upon value of damage
caused by the criminal activity [197]. (Details of the calculation are set out in [337] at §2B1.1, taking note of
the various interpretive rules applicable to violations of 18 U.S.C. § 1030, et seq.) Although federal judges are
required to take this calculation into account when passing sentence, they may deviate from the sentencing
guidelines subject to whatever limits may be mandated by Congress in the substantive criminal statute.

97This becomes more obvious when considering intrusion efforts against industrial control systems such as
those that operate dam sluice gates, national electricity power grids, steel mills and foundries, automobiles, oil
tankers, pipelines, and nuclear power generation facilities.

98Historically, the Computer Misuse Act 1990 did not contemplate the idea of state-warranted intrusion into
information systems. This express exception to criminal liability under the 1990 Act first appeared in the Regu-
lation of Investigatory Powers Act 2000, the predecessor of the Investigatory Powers Act 2016.

99Such proof would most likely consist of asking the fact finder to draw reasonable inferences from the
circumstances surrounding any given act of production or distribution.

100Some have argued that conducting ’legitimate’ security research activities should be shielded from criminal
(and perhaps civil) liability if appropriate conditions are met [338, 339]. Similar arguments have been advanced
in the cause of security-related journalism. These policy arguments have not yet found overwhelming support
from various state law makers, although the debate is not well advanced.

101It has been suggested that persons who engage in security research and development activity that might
otherwise constitute a de minimis violation of computer crime laws might enter into formal or informal agree-
ments with law enforcement or state security officials to receive an assurance of non-prosecution. Risks to
the practitioner include potential misunderstanding with state officials, potential inability to enforce the non-
prosecution agreement, or collateral legal risk such as tort liability [206]. Risks to a state pursuing this strategy
include the possibility that such an agreement might be used to attribute responsibility to the state under public
international law for the actions of such researchers or developers (see Section 3.12.1).

102In some systems of contract law, however, a service provider may be required to give customers additional
time to pay or special notices before services can be suspended. Suspension of services in circumstances that
would cause a threat to human life and welfare (e.g., energy services supplied in a freezing cold climate) are
often separately regulated and can be suspended only in accordance with strict rules.

103Orin Kerr’s US casebook contains a helpful collection of citations and arguments on this topic ([197] at
ch.2G).

KA NOTES | October 2019 Page 137

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

104Indicia of enforceability are generally beyond the scope of this work. It is both difficult to describe general-
isable multinational legal norms about these, and this topic is of lesser concern to cyber security practitioners.

105The term ’offer’ must be considered with care and distinguished from less significant forms of communica-
tion such as an ’invitation to treat’ or ’invitation to tender’. While some ecommerce systems make contractual
offers to a wide range of potential customers, the most common design is for the vendor to publish invita-
tions to treat – essentially asking customers to make an offer when placing an order. This generally shifts who
has control over the time of contract creation back into the hands of the online vendor – an often-useful risk
management device.

106Practitioners skilled in computer science might wish to draw inspiration from the Two Generals Problem.
107In this context, ’order’ refers to a communication by a potential customer to a supplier seeking a contract. In

practice, an order usually constitutes either an offer or an acceptance depending on the terms and conditions
applicable to the relevant online platform. In the field of B2C online commerce, it has become common practice
for an order to be defined as a contractual offer – capable of being accepted or rejected by the online supplier.

108The rule embodied in Article 11 is a rather muted result of a European debate in the 1990s concerning
whether to harmonise the time of the contractual trigger in online commerce. Lawmakers, facing a wide variety
of contract rules which are beyond scope of this knowledge area, ultimately chose not to harmonise this aspect
of law. The resulting version of Article 11 is limited to this question of defining the time of receipt of electronic
orders and acknowledgments.

109For example, financial transaction systems such as SWIFT, airline reservation systems such as Amadeus,
Galileo, etc.

110Codified in 15 U.S.C. §1681c(g).
111This knowledge area will not seek to differentiate between a contractual warranty and a contractual condi-

tion. Although these create different rights in the hands of a party suffering a breach, the topic is beyond scope
of this knowledge area.

112Under English law, this is normally styled as the condition of ’satisfactory quality’ and was formerly known
as the condition of ’merchantable quality.’ Under the law of most US states is it styled the warranty of ’mer-
chantability’. Civil law systems adopt a similar concept.

113In the law of England and most US states this is styled ’fitness for purpose’. Once again, in England this is
said to be a contractual condition and in US states it is generally a warranty.

114Examples of typical language found in contracts for the supply of software include, ’Vendor warrants that
the software will comply with the Documentation for a period of 60 days following delivery.’

115These are not legal terms of art, but merely used to illustrate the variable degree of breach severity.
116The namesof the remedies are drawn fromcommon lawpractice. Other legal systemsmay employ different

terms and/or grant alternative remedies.
117Those who deal regularly with procurement agreements might find this concept expressed in clauses that

specify the right to terminate a contract following ’material breach’, ’material breach that causes significant
harm’, ’a series of minor breaches that collectively create material harm’, etc. The definition of the trigger is
limited only by the imagination of the drafter, although some legal systems impose limits on the effectiveness
of these clauses.

118The leading case on this issue in England in the early twentieth Century concerned the duty of a person
who bottles beverages owed to those persons who eventually drink them. The advent of the modern economy
created supply chains in which the producer and consumer had no direct business relationship, where products
change hands multiple times before being consumed. Applying an earlier version of the rule described above,
the English court (acting in its capacity as a common law policy maker) stated that the bottled beverage was
itself the proximate link between producer and consumer, and that a producer of such a drink could readily
foresee the harm caused by the adulteration of the bottle’s contents.

119A well-known, bordering on comic, example can be found in the 1928 Palsgraf case [340]. (See also discus-
sion of causation in Section 3.7.3.)

120This last category ismentioned because of the occasionally encountered practice where a person attempts
to avoid liability by purposefully avoiding knowledge of risk. This strategy is unlikely to defeat a claim of neg-
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ligence and may even exacerbate liability in jurisdictions that award punitive damages. (See the discussion in
Section 3.7.4.)

121In the cited 2018 Dittman case, the Pennsylvania Supreme Court announced that the common law of Penn-
sylvania imposes a duty of care on employers to safeguard the electronic storage of employee data. A mid-
ranking appellate court in the State of Illinois reached the opposite conclusion in 2010 when interpreting the
common law of Illinois [341]. In the US, negligence law may play an increasing role in defining responsibilities
to safeguard personal data.

122See discussion in Section 3.10.3.
123Judge Hand surprised legal practitioners of the day by expressing this concept using a mathematical for-

mula, stating that if B < PL then the failure to adopt a given precaution constitutes negligence, where B is
the burden (cost) of the method, P is the probability of loss in the absence of the method, and L is the amount
of loss to be avoided. These two cases and one formula have been the subject of extensive comment, debate
and analysis by generations of US lawyers and law students and it remains a useful framework to discuss risk
and responsibility [218, 220]. Practitionersmay wish to consider how changes in the cyber security environment
over time (including the falling costs of some defensive technologies (B), as well as changing probabilities of
harm to third parties (P ) and the amount of losses they might suffer (L) as a result of changes in the surround-
ing environment such as migration to different infrastructures, ever-larger aggregations of ’big data’, etc.) may
influence liability. The speed at which these variables change may help to plan the frequency for reassessing
decisions to reject proposed precautions. Yesterday’s ’impractical’ precaution may become tomorrow’s ’must
have’ solution.

124A similar observation in the context of data protection regulation can be found in Section 3.4.1.
125In the referenced case, the negligence per se claim was based on an allegation that Target had failed to

comply with aMinnesota law concerning the proper storage of credit card details [215]. (See also the discussion
of this case at Section 3.7.4)

126The Morris worm might be an early example of this type of incident [330].
127This section is addressed primarily to ’design defects’ and does not discuss ’manufacturing defects’, in

which individual products from a production run deviate from their specification due to sporadic intermittent
errors in the manufacturing process.

128Even if a producer of software is not amenable to a claim founded on a theory of strict liability, it could still
face a claim founded on a theory of negligence. A victim taking legal action against a software producer based
on a theory of negligence would need to prove unreasonable conduct by the software producer.

129Self-driving automobiles in particular have prompted a significant amount of discussion as lawyers and
law-makers consider both current liability rules, and potential amendments to these rules to enable this highly-
anticipated technology [342, 343, 344].

130Such attenuated chains of causation are a familiar meme in science fiction stories about time travel. A
non-fiction but entertaining exploration of highly attenuated chains of causation from scientific history is found
in the work of journalist James Burke in various iterations of his BBC television programme, ’Connections’.

131See also discussion of foreseeability in Section 3.7.1.1.
132Such ’negligent mis-statement’ cases are watched closely by professionals and other service providers in

the business of supplying critical information-related services such as public accountants. This type of negli-
gence theory is also of special interest to providers of trust services, as it potentially defines their liability to
third parties who rely upon the accuracy of issued certificates. (See Section 3.10.3)

133In the cited Dittman case the Supreme Court of Pennsylvania, acting in its role as interpreter of the common
law of Pennsylvania, held in November 2018 that employers owe a duty of care to their employees to maintain
reasonable cyber security to safeguard employee data from loss [216]. In any similar incident in the EU, a tort
action could be fashioned easily under a theory of breach of data protection rights.

134An obvious example is the various legal actions brought by financial institutions against Target following
its well-known 2013 loss of card data incident. Plaintiff banks in at least one of the actions based their claim on
various legal theories including negligence and negligence per se [215]. Settlements of this law suit and others
brought by financial institutions against Target exceeded US$100 million [345, 346].
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135Compare easily quantifiable losses resulting from breach of privacy such as loss of revenue from an exclu-
sive agreement to publish the victim’s wedding photographs in a specific newspaper, loss of salary as a result
of victim’s dismissal from employment etc.,withmore difficult-to-quantify harm such as the victim’s embarrass-
ment or shame.

136This provision is codified in Illinois law at 740 ILCS 14/20.
137The internal auditorwas arrested and chargedwith criminal violation of data protection law, computer crime,

and fraud. He was convicted and sentenced to eight years imprisonment.
138The Supreme Court of the United Kingdom granted leave to appeal on 15 April 2019. Hearing has been

scheduled for late 2019, which suggests the potential for a decision sometime in 2020.
139Compare potential application of the state-of-the-art defence in the context of materials science where (for

argument’s sake) at the time of production there was no known scientific test for the later-discovered defect
in the material, with the context of a software-induced product defect due to a previously unknown zero day
exploit. The former might be said to have been undiscoverable, while the latter was merely undiscovered. It
is debatable when a given exploit could be truly classified as having been ’undiscoverable’. This topic merits
further study [347].

140It has been suggested anecdotally that some regulation of safety-critical systems can lead to weaknesses
in that system’s cyber security by limiting or foreclosing the possibility of adopting state-of-the-art security
measures. A specific instance related to the author concerns a regulatory requirement that certain safety-critical
control systemsmust be exhaustively tested by examining every possible state of the control device prior to use.
Some defensive cyber security methods, especially those that adopt artificial intelligence or machine learning,
are by their nature impossible to test to exhaustion in this fashion. This topic merits further study.

141A favourite example beloved of law professors involves the hypothetical case of the badly loaded rail car.
The car may have been improperly overloaded in State A, but only produces injury after the train begins to
descend a steep grade many hours later in State B.

142This is attributed to US Supreme Court Justice Joseph Story, who apparently used the phrase more than
once [348]. A darker shadow was cast over the practice of intellectual property law by Lord Esher, MR, when
in 1892 he observed, ’a man had better have his patent infringed, or have anything happen to him in this world,
short of losing all his family by influenza, than have a dispute about a patent. His patent is swallowed up, and
he is ruined. Whose fault is it? It is really not the fault of the law: it is the fault of the mode of conducting the
law in a patent case’ [349]. Little has changed in the intervening century [350].

143Moral rights arising under an author’s rights (droit d’auteur) infrequently present challenges for security
practitioners and is beyond the scope of this work.

144In United States law, copyright comes into existence automatically but must be registered prior to com-
mencement of any US infringement proceedings.

145Limitations to UK copyright are codified in Chapter 3 of the Copyrights Designs and Patents Act 1988, ss.28,
et seq. The US fair use exception and other limitations are codified in 17 U.S.C. §107, et seq.

146The implementation of this protection has been both inconsistent and controversial [231, 351]. It is codified
in US copyright law at 17 U.S.C. §1201, et seq., and in UK copyright law in Part VII of the Copyrights Designs and
Patents Act 1988 at ss.296, et seq.

147The European Union is in the process of adopting the Unitary Patent, a single patent right that applies
throughout much, but not yet all, of the territory of the EU. The status and use of this new patent right continues
to evolve.

148Inventors should not confuse this concept from patent law with various scientific or academic definitions
of significant or trivial. A scientifically trivial step can still be ’inventive’ in patent law [352].

149The phrase ’as such’ should serve as a warning that loopholes are about to appear, as if by magic. They are.
150While copies of patents and published applications frommany states are noweasy to find online, correspon-

dence with the patent examiners and the prosecution history is often more difficult to obtain and may require
assistance from a legal practitioner. Once obtained, however, this can be very enlightening to any person who
wishes to challenge post-facto the validity of a granted patent.

KA NOTES | October 2019 Page 140

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

151A very limited subset of patent applications for inventions are subject to a state secrecy classification and
are only published in a register of secret inventions.

152Anyone innovating in the ICT field faces a series of related challenges. The pace of ICT innovation is so
fast, the intermingling of parallel innovative ideas so commonplace, the number of patent applications filed
so large, and the prior art cataloguing ICT innovation so untidy, that it is difficult to produce any innovative
ICT product that does not infringe some extant third-party patent, or published or unpublished application. A
typical strategy adopted by large ICT developers is to file large numbers of patent applications on their own
inventions, move to market as quickly as possible with new products, and then wait to receive suggestions of
patent infringement from third parties in the hope of eventually defending against some of these threats or
negotiating an acceptable cross-license arrangement.

153In the US patent system, awareness by the infringing party of patent rights triggers a special ’treble dam-
ages’ rule: monetary damages awarded to the rights holder are multiplied by three with effect from the date of
the infringer’s awareness. This is why rights holders typically begin a US patent enforcement process by sending
copies of their patents together with a ’we wish to make you aware’ cover letter that does not expressly accuse
the recipient of infringement. This, combined with the factors set out in Note 152, is why many ICT innovators
assiduously avoid researching third-party patents and patent applications.

154Some states define ’unregistered’ trademark rights which are similar in character to the English law tort of
passing off.

155A Community Trademark is a single trademark that extends throughout the territory of the EU.
156In modern trademark practice, the relevant sign can consist of sounds or smells. A sound trademark likely

to be familiar to cyber security practitioners is the ’Intel Inside’ musical chime (US75332744, UK00002403603).
157Trademark UK00000000001 has been registered continuously in the UK from 1876 to date.
158Courts are divided on the question of whether meta-tags, not normally visible to end users, can constitute

an infringement of registered trademarks. Even where meta-tags cannot be used to prove infringement, they
can serve as useful evidence for other purposes such as demonstrating the knowledge or awareness of the tag
author in related tort actions such as passing off.

159By contrast, in actions based on theories of passing off or unregistered trademark rights the complain-
ing party is usually required to prove that the accused party has knowledge of the unregistered mark and is
purposefully taking advantage of the reputation connected to that mark.

160An example that should be familiar to practitioners is the Wi-Fi logo (US75799630, UK00002209133) regis-
tered by Wi-Fi Alliance.

161A commonly-cited example of a long-standing trade secret is the formula for Coca-Cola, which remains the
subject of much speculation.

16217 U.S.C. §1204(a).
163Copyrights Designs and Patents Act 1988, s.296ZB.
164The European Union Directive does not mandate the criminalisation of trade secret misappropriation [238]
165Note that the Ecommerce Directive does not apply to data protection law [210] at Art 5(b).
166For example, 17 U.S.C. §512 (shielding from copyright infringement), 47 U.S.C. §230 (shielding from liability

those who block or screen offensive material, although not applicable as a shield against liability arising under
obscenity, intellectual property or privacy laws.) Section 230 in particular has come under increasing scrutiny
by US courts as more legal actions have been taken against social media service providers.

167Although these legal definitions are not specifically linked to technical definitions, this concept is approx-
imately equivalent to providing services that consist of nothing more than carrying and routing traffic at the
physical, data link and/or network layers of the TCP/IP protocol suite. A good definition of the concept is found
in Article 12 of the Ecommerce Directive [210].

168See Article 14 of the Ecommerce Directive [210].
169The best-known procedure codified in law is probably found in US copyright law at 17 U.S.C. §512(c).
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170The ’Allow States and Victims to Fight Online Sex Trafficking Act of 2017’ is the result of the FOSTA-SESTA
bills proposed in Congress. The narrowing of the liability shield is codified in 47 U.S.C. §230(e)(5). A legal action
challenging this law as a violation of US freedom of speech principles was launched shortly after its passage
and remains pending at the time of writing [353, 354].

171The ability to admit (to present) evidence to a court is a threshold question governed by the rules of evidence
used by that court. Admissibility asks simply whether such evidence will be considered at all. If admitted into
evidence, a fact finder must then assess the relative value or ’weight’ of that evidence. Mason summarises the
English law position on electronic documents in [355].

172The framework contract, in turn, would refer to a series of electronic trading rules (often called ’the rule
book’) that specified how electronic communications mapped onto legal obligations. Such ’EDI’ systems were
developed at a timewhen telecommunications bandwidth constraintsmeant that trading instructions were typi-
cally transmitted in extremely small payloads using text-based (e.g., ascii) highly structuredmessages. The rule
book was used to translate between structured messages and legally significant communication, and served
as the specification for software used to access the system.

173By underwriting the risk of many such transactions, the positive impact of the payment card industry to the
growth and success of these platforms should not be underestimated.

174The ’three-corner’ model for this purpose comprises only three persons: the certificate issuer who both
identifies the signatory and issues the certificate, the signatory whose identify is bound to the certificate and
the third party who relies on the certificate to identify the signatory. As each of these roles becomes divided
among more persons, analysing the relationships and responsibilities becomes more complex.

175See, for example, X.509.
176These doubts arise from a variety of legal doctrines. For example, there may be failure to form a contract

with a relying party because of failure to communicate the terms of contract. Courts might refuse to enforce
limitations of liability presented in certificates or elsewhere due to public policy concerns such as the reasonabil-
ity of the limitation. Note that these concerns are more easily addressed in the so-called ’two-corner’ issuance
model, where a signatory self-certifies its identity and serves as its own certificate issuer. In the two-corner
model there is no ’third party’ and the signatory may have a direct relationship with the relying party more easily
enabling the imposition of liability limits.

177Stephen Mason’s work in particular includes an extensive international catalogue of these laws [260].
178A similar analysis could apply in circumstanceswhere enterprises order theirmembers of staff to adopt and

install trust certificates issued by the enterprise specifically to support SSL/TLS inspection. Such enterprises
should consider the various types of liability that might arise as a result.

179States may also apply embargoes on most or all trade with specific states as part of a more general pro-
gramme of sanctions.

180The precise status of software as speech for purposes of US free speech law remains somewhat murky.
While US Federal courts seemwilling to classify source code as protectable expression, they also appear to take
its inherent functionality into account when assessing free speech rights. This in turn suggests that government
intervention to restrict acts of distributing source code are more easily justified than restrictions on classic non-
functional speech [274, 356, 357].

181The term ’pubic international law’ is often referred tomore simply as ’international law’. By contrast, the field
of ’private international law’ describes the process of determining which domestic state law(s) will be applied
to various aspects of private law disputes such as tort and contract actions. Aspects of private international
law, or conflicts of law, are considered in this knowledge areas in the context of individual substantive legal
subjects.

182In the referenced Halford case the complaining party successfully argued that the United Kingdom had
failed to provide her with privacy rights required by the European Convention on Human Rights as regards
interception of communications by state authorities [155]. This case precipitated the adoption by the UK of
comprehensive legislation regulating the interception of communications.

183A notable exception involves prosecution according to the principles of international criminal law such as
crimes against humanity.
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184The process of creating the Tallinn Manual was not without controversy, and even the conclusions ex-
pressed in the ’Rules’ (which represent unanimous consensus among the large expert group) are not universally
agreed [104, 358]. The Tallinn Manual itself helpfully provides extensive commentary that highlights circum-
stances where some states disagree with the unanimous views of the expert group, and other issues where the
expert group itself did not achieve consensus. It is therefore not surprising that the Tallinn Manual 2.0 does not
represent the official policy of the project’s sponsors (NATO and its member states) or the various additional or-
ganisations whose experts participated in its creation and revision. Nonetheless, anecdotal evidence suggests
that experts who advise all of these persons keep a copy of the Tallinn Manual close at hand and consult the
work routinely.

185The term ’attribution’ is often used in more than one sense. Practitioners should be careful to distinguish
the legal doctrines used to analyse attribution from the process of collecting and presenting evidence intended
to prove attribution. This section discusses only the former. The latter is more properly addressed in the field
of forensics.

186The principle of territoriality and the exercise of state power is explored in the context of jurisdiction in
Section 3.2

187Espionage during armed conflict is treated separately under the law of armed conflict. See, for example,
([104] at R.89.)

188See, for example, the discussion in Tallinn 2.0 of ’herding’ target state communications to less secure
infrastructure by interfering with more secure infrastructure ([104] at R.32, cmt.12).

189The qualifier ’unrelated’ state is meant to distinguish circumstances where more than one sovereign state
maintains concurrent jurisdiction over a single territory, as found in federal states.

190The term ’law of war’ significantly predates the term ’law of armed conflict’, but is now used less frequently
especially as armed conflict often takes place in the absence of any formal declaration of war. ’International
humanitarian law’ (IHL) is a more recent term [282] at p.8, fn.5. The adoption and use of ’IHL’ to describe this
field is not without controversy [359].

191Although this should be obvious, the concept of ’cyber attack’ used to discuss obligations under interna-
tional law is significantly more narrow than the term ’attack’ which is broadly defined for most other purposes
in cyber security. Cyber security practitioners tend to use the term ’attack’ to describe any effort to obtain unau-
thorised access to a system, resources, or information, or any malicious activity intended to collect, disrupt,
deny, degrade, or destroy information system resources [360].

192In the case of offensive cyber operations undertaken at the direction of a state, compliance with ’all applica-
ble laws’ may indeed be impossible as the actions taken at the direction of a sponsoring state may constitute
crimes under the domestic law of the target state. Similarly, in some circumstances a practitioner might com-
plain that compliance with a legal obligation is, itself, ethically challenging [361]. This section does not attempt
to resolve these issues.

193Practitioners should be mindful that if they are employed or engaged by a regulated professional firm (e.g.,
a legal, medical, or public accountancy firm) the practitioner may be obliged by applicable law to conform with
the rules of the relevant regulated profession – especially on matters such client confidentiality or client’s legal
privilege to prohibit the disclosure of sensitive information. These practitioners must become familiar with the
obligations imposed by the regulations that apply to that firm.

194This discussion does not address circumstances where applicable law mandates disclosure of this evi-
dence to identified third parties, such as the data breach disclosure requirements imposed by GDPR. In such
cases, a practitioner should be careful to take appropriate advice concerning their individual legal reporting obli-
gations as distinct from obligations imposed upon their client, and to urge their client to investigate the client’s
own potential legal reporting obligations.

195Many early examples include mandates to ’comply’ with the law, while others demand that a practitioner
should ’be aware’ of the law. Some include the concept of avoiding harm to others without discussing the
subtleties of this proscription. Some speak of a general affirmative obligation to protect ’society’, without iden-
tifying the nature of the obligation in practice, identifying the relevant society in cases where two societies are
in conflict, or discussing the possible conflict between protecting society generally and a client individually.
Some speak of obligations to protect ’infrastructure’, without clarifying whose infrastructure is to be protected:
public, private, first-party, third-party, domestic, or foreign. Many of these codes fail entirely to discuss specific
obligations owed to a client and how to manage potential conflicts.

KA NOTES | October 2019 Page 143

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

196CREST has subsequently added additional services to its certification process.
197See also Orin Kerr’s extensive discussions of ’authorization’ in the context of US computer crime statutes

[199, 200].
198Some risks of disclosure might include the impracticability of patching or fixing the vulnerability. The ben-

efits of secrecy might include a state security agency’s ability to exploit the given vulnerability.
199This is a special threat for finders engaged in academic security research who face normal academic pres-

sure to publish research results [338].
200While disclosing a unique vulnerability in a single online service to a single effected firm is simple, disclosing

a vulnerability in a complex supply chain presents special problems. Disclosing first to downstream producers
of finished goods or services focuses the disclosure on those who appear to have the most at risk from secu-
rity failure, but who may not have the tools necessary to mitigate the threat. This downstream disclosure also
creates a risk of alienating the upstream developer of the component – especially if the vulnerability is misde-
scribed. In the field of academic security research in particular, researchers often depend on good continuing
relationships with the developer community. Disclosing first to the upstream developer creates a challenge if
that developer is dilatory in remediating the vulnerability. Finders in this situation might consider the potential
for a multi-step private disclosure process starting (perhaps) with the upstream party most likely to be able to
understand and remediate the threat. Having disclosed and then provided an opportunity for that party to anal-
yse or rebut the claim of vulnerability, the finder might begin additional private disclosures one step at a time
down the supply chain to those who might take action to mitigate the threat. Second-stage public disclosure
would then become a last step of many.

201Commenting on a decision by academics to publish vulnerability detailsmore than ninemonths after private
disclosure to an upstream security component vendor, but in the face of strong objections by a downstream
purchaser who incorporated the compromised security product into their mass-produced automobiles, an En-
glish High Court Judge noted, ’I think the defendants’ mantra of "responsible disclosure" is no such thing. It is a
self-justification by defendants for the conduct they have already decided to undertake and it is not the action of
responsible academics.’ Megamos Crypto (Volkswagen v Garcia), Para 42 [249, 250]. Note that the academics
in theMegamos Crypto case claimed that they were adhering to then-current responsible disclosure procedures
published by the National Cyber Security Centre of the Netherlands, the state in which they conducted the bulk
of their research.
202While the mere presence of a vulnerability in a product or service does not necessarily constitute vendor

negligence, vendors who receive a vulnerability report should consider that a failure to act in a reasonable
fashion following receipt of such a report could constitute an independent act of negligence.
203Some have attempted to address this issue by adopting legislation that would regulate the disclosure pro-

cess. One (as yet) unsuccessful attempt in Latvia is helpfully described in [339].
204An example likely to be familiar to practitioners was the fate of the Arthur Andersen accounting firm in the

early 21st century. The firm was an adviser to the Enron Corporation, and was accused by the US government
of improperly destroying evidence related to the Enron investigation. A federal jury returned a guilty verdict in
the firm’s 2002 criminal trial [362]. Upon conviction, the firm was debarred from conducting public company
audit work effectively ending its ability to operate as a going concern. The criminal conviction ultimately was
overturned by the US Supreme Court in 2005 [363]. This came too late for the firm, which had ceased ongoing
operations.
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4.1 INTRODUCTION: UNDERSTANDING HUMAN
BEHAVIOUR IN SECURITY
In their foundational 1975 paper, The Protection of Information in Computer Systems, Jerome
Saltzer and Michael Schroeder established ten principles for designing security [8]. Three of
those principles are rooted in the knowledge of behavioural sciences:

• Psychology: the security mechanism must be ‘psychologically acceptable’ to the hu-
mans who have to apply it;

• Human Factors and Economics: each individual user, and the organisation as a whole,
should have to deal with as few distinct security mechanisms as possible;

• Crime Science and Economics: the effort required to beat a security measure should
exceed the resources and potential rewards for the attacker.

Nearly 100 years before Schroeder & Saltzer, the founding father of cryptography, Auguste
Kerckhoffs formulated six principles for operating a secure communication system, with a
key focus on human factors: Three of those were “it must be easy to use and must neitherrequire stress of mind nor the knowledge of a long series of rules”.
Both of these foundational texts recognised that security measures cannot be effective if
humans are neither willing nor able to use them. A good example is email encryption. We
have had tools for encrypting email for over 20 years. Yet today, less than 0.1% of emails sent
are end-to-end encrypted. This outcomewas predictable sinceWhitten & Tygar found in 1999
that even well-motivated and trained people could not use email encryption correctly [364].
This situation has not yet changed substantially—although recent research offers insights
into the means to do so [365, 366, 367].

Over the past 20 years, there has been a growing body of research into the underlying causes
of security failures and the role of human factors. The insight that has emerged is that secu-
ritymeasures are not adopted because humans are treated as components whose behaviour
can be specified through security policies, and controlled through security mechanisms and
sanctions. But the fault does not lie primarily with the users, as suggested by the oft-used
phrase that humans are the ‘weakest link’, but in ignoring the requirements that Kerckhoffs
and Schroeder & Saltzer so clearly identified: that security needs to be usable and acceptable
to be effective. An example of this is the case of password policies. Adams & Sasse showed
that password policies and mechanisms agreed upon by security experts did not work at all
in practice and, consequently, were routinely bypassed by employees [368]. Naiakshina et al.
showed that not only end-users have trouble with passwords but developers do as well. De-
velopers need to be explicitly prompted to include security and, even when this is done, they
often include outdated and faulty security mechanisms [369, 370].

The aim of this CyBOK Knowledge Area is to provide a foundational understanding of the role
of human factors in cyber security. One key aspect of this is how to design security that is
usable and acceptable to a range of human actors, for instance, end-users, administrators
and developers. This knowledge area also introduces a broader organisational and societal
perspective on security that has emerged over the past decade: the importance of trust and
collaboration for effective cyber security, which can only be achieved by engaging stakehold-
ers and negotiating security solutions that meet their needs [371]. This requires a set of skills
that have traditionally not been part of the training provided for security experts and practi-
tioners. This knowledge area aims to capture the knowledge to change that.
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Figure 4.1: Human behaviour in context, showing internal factors and contextual ones that
influence behaviour.

This knowledge area is organised (Figure 4.1) in a starting on the inside, working outwards
manner: starting with the individual and internal factors that drive human behaviour (capabil-
ities and limitations, mental models), moving onto aspects of the broader context in which
interaction with security takes place. We will then consider the other immediate factors that
have an impact: the behaviour of others around us, and especially how they handle security
risks, users’ emotional stances towards the organisation and how security behaviour can
be successfully managed through design and a range of group and organisational factors.
Note that human factors and usability in a security context can be distinguished from other
contexts by the presence of adversaries or risk. As shown in Figure 4.1, the adversary may ac-
tively work to alter users’ perceptions of the system’s capabilities and boundaries as well as
exploiting the specifics of social and organisational contexts (e.g., security policies, working
practices, decision-making hierarchies) to impact security. Studying usable security through
an active attacker model [372, 373] and raising users’ awareness about security issues by
incorporating such models, e.g. anti-phishing simulations [374, 375], is an on-going area of
study. These mechanisms offer some protection, but require user time and effort. Therefore,
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as we discuss later, the total security workload needs to be monitored so that productivity
is not reduced and workarounds induced. Furthermore, they have implications in terms of
users’ trust in the organisation and completion of the primary (non-security) task at hand
– the design of any such interventions or campaigns needs to consider and address these
risks [375].

Note that we do not discuss the specifics of adversarial behaviours, as these are the subject
of the Malware & Attack Technology Knowledge Area (Chapter 7). However, we will touch on
any relevant elements where they relate to usability and human factors, for example, security
awareness, training and anti-phishing. Usability considerations are equally important with
regards to privacy controls and technologies. This discussion formulates part of the Privacy
& Online Rights Knowledge Area (Chapter 5) and hence is not considered here any further.

4.2 USABLE SECURITY – THE BASICS
[376, 377]

When users do not behave as specified by security policies, most security practitioners think
that the users are at fault: that they ‘just don’t understand the risks’ or ‘are just too lazy’. But
research has shown that non-compliance, which we now refer to as ‘rule-bending’, is caused
by people facing a stark choice between doing what is right by security, and reducing their
productivity. Most choose productivity over security, because that is what the organisation
also does.

A typical response to such rule-bending is security awareness and education, that is, ‘fittingthe human to the task’. But Human Factors research established decades ago that, when
we take all of the costs and the resulting performance into account, ‘fitting the task to thehuman’ is more efficient. There is a role for security awareness and training (Section 4.4) but
it should be thought of as one of the options but not the first resort. It cannot help humans
to cope with security tasks that are impossible, error-inducing, or drain too many individual
and organisational resources [378]. As the UK’s National Cyber Security Centre (NCSC) policy
puts it:

‘The way to make security that works is to make security that works for peo-
ple1’

In other words, security has to be usable. The ISO defines usability (ISO 9241–11:2018) as

‘The effectiveness, efficiency and satisfactionwithwhich specified users achieve
specified goals in particular environments.’

And the criteria by which usability is assessed are:

1. effectiveness: the accuracy and completeness with which specified users can achieve
specified goals in particular environments;

2. efficiency: the resources expended in relation to the accuracy and completeness of the
goals achieved;

3. satisfaction: the comfort and acceptability of the work system to its users and other
people affected by its use.

1https://www.ncsc.gov.uk/information/people-strongest-link
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We can immediately observe that these criteria align with the principles articulated by Kerck-
hoffs and Saltzer & Schroeder’s. But how to deliver this in practice?

4.2.1 Fitting the task to the human
From a practical point of view, making security tasks fit or usable means establishing a fit
with four key elements [377]:

1. the capabilities and limitations of the target users;

2. the goals those users have, and the tasks they carry out to achieve them;

3. the physical and social context of use; and

4. the capabilities and limitations of the device on which the security mechanism is used.

We now examine each of these in turn, and how they apply to designing a usable security
mechanism.

4.2.1.1 General human capabilities and limitations

There are general capabilities and limitations – physical and mental – that apply to most
humans. Giving humans a task that exceeds their capabilities means we set them up to fail.
When the demand they face is borderline, most humans make an effort to meet it. But this
will come at a significant cost, which may ultimately prove to be unsustainable.

With general computing devices today, the physical capability that can be exceeded by secu-
rity tasks is most likely the ability to detect signals: many security systems provide status
messages, reminders or warnings. Humans can only focus their attention primarily on one
task at any one time. That focus will be on their main activities, and many security mecha-
nisms demandmore time and attention than users can afford [376]. Thismeans that changes
in passive security indicators are often not noticed, in particular if they are on the edges of
the screen. Asking users to check these indicators is setting them up to fail—even if they
consciously try to do it, their focus will be drawn back to the main task. If security indicators
need to be attended to, they should to be put in front of the person, and require a response.
This will work, but only for infrequent and reliable indicators (see Alarm fatigue).
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Alarm fatigue The brain stops paying attention to signals it has classified as irrelevant. They
are filtered out before they reach the conscious processing level (Section 4.2.1.2). It means hu-
mans do not performwell on tasks where they have to screen for rare anomalies (e.g., in baggage
screening and some forms of Closed Circuit Television (CCTV) monitoring). We need technology
support and processes such as job rotation to get good performance. Alarm fatigue is a related
phenomenon. Once alarms have been classified as unreliable, people stop paying attention to
them. How high a false alarm rate (with which people can work) depends on the risk, the fre-
quency at which false alarms occur, and the demands of the other tasks they have to complete.
But even with a 10% false alarm rate, one can expect alarm fatigue. Once people start to dismiss
alarms, it is hard to get them to take them seriously again. Moreover, once they dismiss one type
of security warning as false, similar-looking or sounding ones will also be dismissed. Many secu-
rity warnings today have far too high a false alarm rate and are thus dismissed. SSL certificate
warnings, for instance, have a false-positive rate of 50% or more. So, it is not surprising that peo-
ple ignore them, particularly if no secure alternative for completing the task is offered at the same
time. Rob Reeder, when working at Microsoft, coined the handy acronym NEAT: warnings should
be Necessary, Explained, Actionable, and Tested [379]. Add to that ‘and have a false alarm rate of
10% or less’ and one may have a chance of security warnings being effective.

A key mental capability is memory. There are several types of memory. The first distinction
is between Short Term Memory (STM) and Long Term Memory (LTM). When one tries to
memorise an item, it needs to go round the STM loop a few times before it is transferred into
the LTM. STM is what is, for instance, used for one-time passwords, such as numeric codes
displayed by tokens or displayed on another device.

STM and One Time Passwords (OTPs) The use of one-time PINs or passwords (OTPs) in
security has increased as Two Factor Authentication (2FA) has become more common. We fo-
cus our attention on the number displayed and repeat it to ourselves (mentally or aloud). Then we
turn our attention to the entry field, retrieve the item from the STM loop, and repeat it to ourselves
while entering it. What is important to note is that this works for most people for strings of up to 6
characters, that is, a 6-digit number, because we can break them into 2 bits of 3 characters each.
Codes that are longer overload the STM loop. People have to start looking forwards and back-
wards between the display to read the characters and enter them. This increases both the entry
time and the likelihood of error. Andmixing alpha-numeric characters also impacts performance.

Whether a user will be able to recall what is stored in LTM depends on how embedded it is:
items retrieved frequently are well embedded, those that are not will fade over time. That
means we can expect problems with infrequently used items that require unaided recall
(aided recall, e.g., recognising one’s own images in a set of images, is easier). LTM is divided
into two distinct areas: general knowledge is stored in Semantic Memory (LTM-SM), whereas
items connected to one’s personal history are stored in Episodic Memory (LTM-EM): autobio-
graphical memory. Items stored in LTM-SM fade faster than those in LTM-EM because, in the
latter case, one stores not just the item, but the images and emotions connected to them.
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LTM and passwords LTM-SM is divided into areas in which similar items are stored. When
one tries to retrieve an item, the section in which it is stored is activated, and the items in the
section compete to be retrieved – with those that have been retrieved most frequently ‘coming
to mind’ first. This interference effect is quite powerful and disruptive, particularly because items
one does not need anymore (such as old passwords) keep lingering and compete with those that
need to be recalled. Thus, managing a multitude of the same type of credentials is impossible,
especially if several of them are used infrequently. People need coping strategies, be it writing
them down, using a password manager or one-time credentials. We can agree that 123456 or
P@SSword are not secure. But, since most users now have dozens of passwords, the insistence
on strong passwords has created a humanly impossible task. Most people struggle if they have
more than 2–3 passwords or PINs – and the longer and stronger they are, the more they will
struggle.
The NCSC Password Guidance a, therefore, recommends several ways of supporting people in
managing large numbers of unique passwords: switching to 2FA solutions and/or passwordman-
agers, and if it is not possible to do either, not expiring strong passwords on a regular basis. If a
password has to be expired (e.g., because it has been compromised), a little time investment dur-
ing the day the password has been changed can help. People can brute-force the old password
out by repeating the new password around ten times immediately, and repeating that process
three or four times at hourly intervals.

ahttps://www.ncsc.gov.uk/guidance/password-guidance-simplifying-your-approach

One important security criterion for knowledge-based authentication is that a credential should
be difficult to guess. Due to human physical and mental characteristics, the selection of cre-
dentials is, however, often biased towards the familiar, or those that can be more easily dis-
tinguished from others.

1. With passwords, people try to pick ones that are easier to recall, e.g., those that have
meaning for them such as memorable names or dates.

2. Whenusers have to choose images as credentials, they prefer strong colours and shapes
over more diffuse ones [380].

3. When these are pictures of humans, they will pick pictures of ‘more attractive’ people
and those from their own ethnic background [381].

4. When the credential is a particular location within a picture, people prefer features that
stand out [382].

5. With location-based systems, people pick memorable locations, for example, when
choosing locations for a 4-digit PIN on a 5 × 5 number grid, they go for connected
locations, anchored on an edge or corner of the grid [383].

6. The order of the elements of a credential is predictable, because there is a strong cul-
tural preference, e.g., people who speak languages that read left-to-right will choose
that order [383].

7. With finger swipe passwords on Android phones, people pick from a very limited num-
ber of shapes [384].

These human biases reduce the diversity (number of different passwords) in a password
database, and increase the likelihood of an attacker guessing a password. To counteract this,
security policies have barred too obvious choices. Whilst not allowing very obvious choices
such as ‘password’ as a password and ‘0000’ as aPIN is prudent, having toomany restrictions
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increases the workload associated with the password creation task (see Section 4.2.1.2). For
instance, a password checker that rejects 5+passwords in a row as too weak will put users
under considerable stress and most likely towards re-using a password.

Similarly, password strength meters are often used to guide and influence the user’s pass-
word choices. For instance, Ur et al. [385] discussed the impact of various password meter
designs on users’ choice of passwords, as well as highlighting the increased workload for
users and the frustration faced by themwhen faced with more stringent password meters. A
recent work by Golla and Dürmuth [386] investigated the accuracy of 45 password strength
meters including several deployed in practice, as well as academic proposals. Their work
shows a degree of variation in terms of accuracy and, more critically, that this has not sig-
nificantly improved over five years. So, even if we are to disregard the additional workload
on users (not that we should), these approaches do not always have the level of accuracy
required to effectively implement password policies. These considerations must be borne in
mind when deploying solutions to enforce security policies.

Sometimes, the question is raised as to whether there is training to help users cope with
recalling security credentials. Memory athletes use specific exercises to enhance memory
performance. Thewriter Joshua Foer details in his bestsellerMoonwalkingwith Einstein [387]
that it requires a serious initial time investment (several months full-time) but also continuing
training (at least 30 minutes a day), plus the time required to recall and enter the passwords
(which in itself people find too much [388]).

We have, so far, discussed the capabilities and limitations that apply to most people. But,
specific user groups will have additional needs that should inform the selection or configura-
tion of security mechanism or processes. For instance, children and older citizens can have
capabilities and limitations (e.g., motor skills) that differ from working age adults. People
with larger fingers struggle to hit small targets accurately, such as the small keys on a soft
keyboard. Cultural values and norms need to be considered. The physical and mental condi-
tions of users also need to be taken into account. Not all users are able to operate equipment
with their hands, read from screens, or hear audio. Conditions such as colour blindness affect
sizeable numbers of people, so images used for graphical authentication need to be checked.
Certain audio or video effects can harm users with conditions such as autism or epilepsy.

CAPTCHAs Some work on Completely Automated Public Turing test to tell Computers and
Humans Aparts (CAPTCHAs) has investigated supporting users with sensory impairments,
e.g., [389]. However, one needs to bear in mind that CAPTCHAs add more effort for the legiti-
mate user, impeding the achievement of the intended goal, i.e., access. The usability limitations
of these mechanisms that aim to ‘verify’ legitimate human users – and their contribution to secu-
rity fatigue – must be considered [390, 391].
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4.2.1.2 Goals and tasks

Human behaviour is essentially goal-driven. People perform tasks to achieve goals, at work:
‘I want to get this quotation to our customer today’, or in their personal life: ‘I want to get the
best utility deal for us’. To achieve these goals, people complete a series of tasks. To prepare
a quotation, thesewould includeworking out thematerials required and their cost, the person-
hours required and their cost, the relevant fees, taxes etc. If a task has several steps or units,
it can be decomposed into sub-tasks. For instance, working out the person-hours required
on a job can be broken down into the following tasks:

1. identify all the worksteps that need to be completed,

2. work out what type of employee is required to complete each task,

3. how long each specific type of employee needs to spend on which task,

4. what preparations each type of employee may need to make.

These tasks are called primary or production tasks in human factors terminology, and design-
ing the technology tools so people can complete these tasks effectively and efficiently is the
most fundamental aspect of usability. To ensure people can complete tasks effectively, tech-
nology (and security) designers need to know the requirements for the tasks they perform:

Production and enabling tasks Production tasks are what people consider ‘their job’, and in
many jobs, they may have spent years studying or training for them. At an organisational level,
the production tasks performed by many individuals in an organisation add up to business pro-
cesses that produce the goods or services. Anything that stops these processes or slows them
down will cause the organisation significant problems. When we talk about ‘resilience’ of an or-
ganisation, it is about the ability to keep those business processes going to produce the output.
As well as production tasks, an organisation has tasks that do not directly contribute to business
processes, but have been added to protect its ability to keep going in the long term: safety and,
indeed, security are key enabling tasks. Some organisations get away with not supporting these
enabling activities for a period of time and this explains the grudge with which some individuals
and organisations view security. The fact that safety or security measures do not immediately
contribute to the output and the bottom line explains why it is a grudge sale, particularly when
individuals or organisations feel under pressure.

1. What output has to be produced so the goal is achieved? The task has to be completed
effectively, e.g., if the quotation is not correct or not sent to the customer in time, the
task is not completed effectively.

2. Are there constraints on time and resources? Business processes may set an upper
limit on the time tasks can take, or the resources they can draw upon, such as, access
to information or services for which the organisation has to pay.

3. Is the task performed frequently (several times a day) or infrequently (once a month)?
The execution of tasks people perform frequently becomes ‘automatic’, whereas new
or infrequently performed tasks are completed in a conscious, step-by-step manner
(see Section 4.2.1.4). For frequently performed tasks, the design should optimise for
speed and reduce physical effort (which could lead to fatigue). For infrequent tasks,
the design should try to reduce mental effort by guiding the users and minimising how
much they have to remember.

People focus on the production task, and enabling tasks are often experienced as an unwel-
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come interruption or distraction. To stay with our authentication example2: an employee has
to authenticate with a password to a database to find out the hourly rate of a particular spe-
cialist that the business charges. If she does this frequently, and can remember the password,
it may only take a few seconds for her to recall and enter it. But if she has just returned from
a vacation, cannot remember it and it takes 20 minutes to get through to a help desk to have
it reset, and then she has to think up and memorise a new password – all before she can get
to the database – the security task has suddenly become a massive disruption, and perhaps
the effective completion of the production task is now under threat.

And note how one seemingly quick task of ‘authenticate’ (with 2 subtasks of ‘recall password’
and ‘type password’) has now spawned two further authentication tasks: ‘recover password’
and ‘create password’, both with multiple steps each.

Most workarounds to security mechanisms, such as, writing passwords down or sharing
them, happen because people try to ensure effective production task completion (to protect
business productivity). For instance, people often keep their own copies of documents that
should be in an access-controlled repository, or clear-text copies of documents that should
be encrypted, because they fear not being able to access them when they need them. Or
when the repeated effort and disruption resulting from having to enter a password to unlock
a screen gets too much, they install mouse-jiggling software to stop the screen locking and
having to enter their password [388]. Even if a user knows the password well, the seconds it
takes add up if it needs to be done dozens of times a day.

Therefore, to avoid security tasks being bypassed, we must design them to fit into primary
tasks. We can achieve a good fit in a number of ways:

• Automating security, for instance, using implicit authentication to recognise authorised
users, instead of requiring them to enter passwords many times over.

• If explicit human action is necessary in a security task, we should minimise the work-
load and the disruption to the primary task.

• Designing processes that trigger securitymechanismssuch as authentication onlywhen
necessary (see, for example, [392]).

• Design systems that are secure by default3 so that they do not push the load of security
configurations and management on to the users.

Workload can be physical (typing a password) or cognitive (remembering a password). Hu-
mans generally try to be efficient and keep both their physical andmental workload as low as
possible. But, given a choice, most people will take an extra physical over extra mental work-
load, especially if the physical task is routine and can be done ‘on autopilot’ (See Section 4.3).
Mental workload quickly becomes too much, especially if adjacent tasks require the same
mental capability, such as memory.

Therefore, in order to design a security task that fits well, we need to know the production
tasks, and consider the mental and physical workload. Before selecting a security measure,
security specialists must carry out a workload audit:

1. What is the workload associated with the primary and secondary (security) task?
2We could equally consider other examples, for instance, access control where the user perspective is: ‘I

need to share information X with person Y’ whereas access control policies take the approach: ‘deny all and
then enable specific access’.

3https://www.ncsc.gov.uk/information/secure-default
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2. Are there performance constraints in the primary task (e.g., the time in which it has to
be completed)?

3. Are there resource constraints (mental or physical capability, or external ones such as
limited access to paid services)?

4. What is the impact of failing to complete the security task?

Workloadmeasurement How can wemeasure the workload associated with a security task?
A simple proxy is the time: how long does it take to complete the security task? Considering this
before implementing a new policy or security measure would be an improvement on the status
quo, whereby the impact of a policy or measure is only considered once it is causing problems.
Once we know how long it takes, we need to determine if and where it disrupts primary activity.
The assessment of whether the impact on the primary task is acceptable can be carried out infor-
mally, for instance, with experienced staff and line managers who know the production task well.
A more formal assessment can be carried out analytically using the Goals, Operators, Methods
(GOMS) method or empirically using the NASA Task Load Index (TLX).

As we have already discussed, people are hardwired to protect their productivity. They have
a built-in awareness of howmuch time and effort they are spending on non-productive tasks,
and an idea of how much non-productive activity is reasonable. They have what Beaute-
ment et al. called a Compliance Budget [393]. As the day progresses and enabling tasks add
up, the likelihood that they will seem too much and be bypassed increases. Furnell & Thomp-
son coined the term security fatigue [394] and the uphill battle to turn security from a grudge
sale into a positive quality (Section 4.2.1.3) can be attributed to this.

Security is not the only enabling task employees face. Others include: safety, sustainability, di-
versity training, various regulatory regimes and so on, leading to Compliance Fatigue. Beaute-
ment et al. [393], recommend that security specialists have an open and honest discussion
with line managers and business leaders about the time and budget available for enabling
activities, and how much of it is available for security versus other enabling functions. Once
that is known, the workload of the security tasks can be calculated and priorities identified
– which security behaviours really matter for the key risks a particular group of employees
face – and security tasks streamlined. Making security mechanisms smarter and less ‘all
or nothing’ can also help reduce compliance fatigue. For instance, allowing authentication
with an old password, or having ‘break the glass’ policies that allow but flag access by users
who do not have permission reduces the likelihood of task disruption. And if users know they
have access to efficient security recovery and support services, it will reduce the need for
workarounds.
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4.2.1.3 Interaction Context

Contextual Inquiry In modern work organisations, staff can work in many parts of the world,
and in many different physical and social environments. It can be quite a challenge for a security
expert to identify all the factors that could impact security and usability. Many usability profes-
sionals follow an approach called Contextual Inquiry [395]:

‘The core premise of Contextual Inquiry is very simple: go to the user, watch them
do the activities you care about, and talk with them about what they’re doing right
then.’

Contextual Inquiry uses a mixture of observation and interview to identify the primary tasks peo-
ple are carrying out, and what makes them do this well.

Both the physical surroundings and the social environment in which people have to perform
security tasks affect performance and security. Most working age people now interact with
technology on the move more frequently than at the desk traditional working environments.
This change in the context of use affects a number of security mechanisms, not least of
being overheard when on the phone – the case of former CIA Director Michael Hayden being
overheard giving an off-the-record interview on board a train being a particularly spectacular
one4. The risk of being overheard is now addressed in many corporate training packages,
but several security mechanisms are still in use that are vulnerable to being overheard, e.g.,
security questions such as date of birth, mother’s maiden name. Using partial credentials
only and entry via keypad increases security but also accentuates the mental and physical
workload at the same time. Some attackers can also try to glean credentials via shoulder-
surfing or hidden cameras. Overall, the use of a One Time Password (OTP) as part of a 2FA
solution could offer protection and better usability.

The usability of security mechanisms can be affected by the following physical characteris-
tics:

1. Light: In bright light, displays can be hard to see, which can affect graphical authenti-
cation in particular. Biometric systems such as iris and face recognition rely on input
from cameras. Bright light can lead to glare, which means the images captured are not
good enough to process.

2. Noise will most obviously interfere with the performance of voice recognition systems.
But high levels of noise also impact human performance in general due to increased
stress and, in turn, increased likelihood of error. Unexpected loud noises trigger a hu-
man startle response, which diverts attention away from the task.

3. Ambient temperature can affect the performance of both technology and humans. Fin-
gerprint sensors can stop working when it is cold, and humans are slower at pointing
and selecting. Theymay also need towear protective clothing such as gloves thatmake
physical operations of touchscreens impossible or difficult. Similarly, too hot an envi-
ronment can lead to discomfort and sweat can interfere with sensors.

4. Pollution can impact equipment operated outdoors. This is a particularly concern for
fingerprint sensors and touchscreens. The lipids left behind combine with the particles
and the resulting dark grease can clog sensors or leave a clearly visible pattern on the
touchscreen.

4https://www.theguardian.com/world/2013/oct/24/former-spy-chief-overheard-acela-twitter
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The social context in which people find themselves strongly influences behaviour though val-ues: shared beliefs about what is important and worthwhile, and norms: rules and expecta-
tions about actual behaviour. If the expected security behaviour is in conflict with day-to-day
behavioural norms, we can expect problems. For instance, if an organisation values customer
satisfaction, and employees are told to be friendly towards customers at all times, a security
policy that requires staff to treat any customer enquiry as a potential attempt to extract in-
formation will not fit. Understanding the reasons underpinning non-compliance with security
policies can shed light on these conflicts between security requirements and the primary
task [396]. Trust is another key norm. Humans do not like to feel distrusted – and it has been
shown that communicating distrust to employees encourages bad behaviour, rather than pre-
vent it [397].

Other aspects need to be considered in order to understand how security beliefs, norms and
coping strategies are shaped. For instance, users often get their knowledge from their wider
social networks and these are also a source of support and help when they face usability
challenges [398, 399].

4.2.1.4 Capabilities and limitations of the device

We have already discussed that the physical characteristics of a device may make interac-
tion with security mechanisms difficult in certain circumstances. Some characteristics of
the device can result in security mechanisms becoming difficult to use in any circumstance.
Entering long and complex passwords on soft keyboards on a mobile phone takes far longer
and is more error-prone than on a regular keyboard [400]. And while with frequent use on a
keyboard, most people can become quite proficient at entering a complex password, perfor-
mance does not improve when humans hit a basic limitation. What is particularly worrying
from a security point of view is that (without colluding) a user population starts to converge
on a small number of passwords that are easiest to enter with the minimum amount of tog-
gles, which makes guessing a valid password easier for attackers [401].

Whilst 2FA has security benefits and reduces the need for strong passwords, not all 2FA solu-
tions are usable by default. Many users findwidely used 2FA tokens such as Digipass difficult.
They appreciate the fact it fits into their wallet, but it is ultimately ‘too fiddly’ [402]. Also, over
half of online banking users have accounts with more than one financial services provider.
The fact that even those that use 2FA implement it differently (which token is used when it
has to be used, and how the different elements of authentication are referred to (passphrase,
passcode, key phrase) causes confusion for the users. Similarly, different implementations
of Chip and PIN create slightly different variations in the task that catches users out, leading
to human error (Section 4.3).

With increasing numbers of new devices appearing, from smart watches to home devices,
and even smaller screen sizes and implicit interactions between users and devices through
a variety of sensors and actuators, considering the ergonomics of security interactions [403]
is ever more important. The risks arising from Bring Your Own Device (BYOD) cultures are
discussed in the Risk Management & Governance Knowledge Area (Chapter 2).
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4.3 HUMAN ERROR
[11, 404]

In over 30 years of research into accidents and safety, the psychologist JamesReasonworked
out that virtually all mistakes people make are predictable [11]. They occur as a result of la-tent failures (organisation and local workplace conditions) and active failures (errors and vio-
lations by humans) in combination to allow the accident to occur. Figure 4.2 shows Reason’s
‘Swiss Cheese’ model adapted for security. A security incident occurs because the threat
finds its way through a series of vulnerabilities in the organisation’s defences. A person may
be the one who pushed the wrong button or clicked on the link and caused the incident. How-
ever, several other failures preceded this, leading to that person being put in a position where
making what appeared the right choice turned out to be the wrong one.

Latent usability failures in systems-of-systems One can also not assume that all systems
are designed from scratch with usable security considerations in mind. Most often systems are,
in fact, systems-of-systems (SoS), derived from composing otherwise independent systems that
come together to orchestrate a particular service or task. Integration problems in SoS have been
studied, e.g., [405] and one must consider the latent failures that arise due to the decisions made
during integration. Poor usability and task fatigue represents a sufficient risk to the security of
the SoS to warrant upfront investment in order to avoid latent failures.

The work of Reason and his fellow safety researchers [406, 407] led to organisations being
held responsible for fixing upstream safety issues as they are discovered, rather than wait-
ing for an accident to happen. The concept of a near miss describes a situation where safety
issues become apparent, but an accident is avoided at the last minute. In most industries
that are subject to safety regulations, there is an obligation to report near-misses and inves-
tigate any failure as soon as it is discovered – with a requirement to address the root causes
identified through the investigation so that future failures are mitigated.

Applied to security, an employee not following a security procedure constitutes an active
failure and should be investigated and fixed. If the investigation shows that the conflicting
demands of production task and security lead the employee to disregard security, the con-
flict is an underlying latent failure that the organisation needs to address. Often security non-
compliance is ignored until an incident occurs. Unlike security, safety does not have active
adversaries with whom to contend. But many improvements could be made to current secu-
rity practices by applying safety concepts (as discussed in Section 4.2.1.2).

As already mentioned in Section 4.2.1.2, tasks that people carry out frequently become au-tomatic, whereas tasks they are doing for the first time or very infrequently are carried out
in a conscious, step-by-step manner. The psychologist Daniel Kahneman, 2002 Nobel prize
laureate in economics for his work on human biases in decision-making, described the two
areas, System 1 and 2, and the way they work as, Thinking Fast and Slow [408]. One very im-
portant insight is that the majority of activities people undertake are carried out in System
1 mode, and this is what makes us efficient. If people carried out most of their activities in
System 2 mode, they would not get much done. Exhortations to ‘Take Five’5 every time be-
fore clicking on a link are unrealistic when people get dozens of work emails with embedded
links. Furthermore, if without clicking on that link or giving personal information, there is no
way of completing the primary task, productivity comes under serious threat. Unspecific ad-

5https://takefive-stopfraud.org.uk/
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Figure 4.2: Security Version of Reason’s ‘Swiss Cheese’ model. Holes are latent & active fail-
ures. When a threat finds one in successive layers then the threat succeeds. ‘Cheese slices’
are defences provided by security policies & mechanisms.

vice such as ‘just stop and think’ rarely works because just stopping people in their tracks
and without supporting them achieving their goals securely is not helpful. In addition, con-
sidering the workload of security measures, security experts need to consider the further
impact that following their advice has on people’s ability to complete their primary tasks, as
well as the impact on the effectiveness of general communication between organisation and
employees. The use of Domain-based Message Authentication Reporting and Conformance
(DMARC), for instance, should enable employees to distinguish genuine internal communica-
tions from potential phishing attempts. The use of DMARC to provide a reliable indication of
‘safe’ senders can reduce the number of emails about which users have to be cautious. Even
better, the provision of ultra-secure browsing technology, which is now available, means that
clicking on links has no adverse technical consequences, so user education and training can
focus on explaining social engineering and manipulation techniques.

When tackling complex problems, humans often have to combine both fast and slow pro-
cesses, and there is an in-between mixed-mode, where task execution is not fully automatic:
some of the behaviours are automatic, but one needs to stop and consciously work out which
behaviour to select. Productivity costs aside, security experts suggesting people should ‘stop
and think’ assume that ‘slow mode’ equals ‘safe mode’. For instance, using slow mode can
also lead to overthinking, to rationalising or explaining away evidence, to bringing irrelevant
concerns to bear, focusing on the wrong goals (e.g., production goals), and to wasting large
amounts of time and energy. In fact, each of these modes of operation comes with its own
type of human error (Table 4.1).
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Mode Type of error Cause Security Example

Automatic mode
(fast)

Slips and
lapses

Recognition failure
Memory failure
Attention failure

“I forgot to check for the
padlock before I entered
my credit card details.”

Mixed mode Mistake I Human chooses incor-
rect response

“I did not check for the pad-
lock because websites on
my iPhone are safe.”

Conscious mode
(slow)

Mistake II Human does not know
correct response

“I did not know to check for
the padlock before enter-
ing my credit card details.”

Table 4.1: Automatic, mixed mode and conscious workspace (based on [11])

Even in conscious mode, people try to be efficient, resorting to ‘the closest thing they know’,
that is, they aremost likely to choose behaviours they use frequently, or those that seemmost
similar to the situation they encounter. Attackers exploit this by creating very similar-looking
websites, or incorporating security messages into their phishing emails.

Reason identifies four types of latent failures that are more likely to cause people to make
errors.

1. Individual factors include fatigue (as discussed in Section 4.2.1.2), but also inexperi-
ence and a risk-taking attitude.

2. Human Factors include the limitations of memory (as discussed in Section 4.2.1.1) but
also common habits and widely shared assumptions.

3. Task factors include timepressure, highworkload andmultiple tasks, butmonotony and
boredom are equally error-inducing because people shift their attention to diversions.
Uncertainty about roles, responsibilities and rules also lead to incorrect choices.

4. Work environment factors include interruptions to tasks (as discussed in Section 4.2.1.2)
and poor equipment and information. People are also particularly prone to error when
rules and procedures change.

Task and work environment factors are clearly the responsibility of the organisation. There
should be regular reviews of how well policies are followed. If they are not, the underpinning
causes must be identified and addressed. The causes of near misses, mistakes that hap-
pened but did not lead to an incident, should be similarly used to identify and change the
underlying causes. We also need to develop a better understanding of how humans respond
when under stress conditions, e.g., in real-time when faced with an unfolding attack.
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‘Never issue a security policy that can’t be followed’
(Or: General MacArthur, shadow security and secu-
rity hygiene) The famous WWII military leader Gen-
eral Douglas MacArthur coined the phrase ‘never givean order that can’t be obeyed.’ He recognised the cor-
rosive impact of a single order that cannot be followed
in reality—it undermines the credibility of all orders and
the superiorswho issue themand seeds uncertainty and
doubt. It is the samewith security policies: when employ-
ees encounter security policies that are impossible to
follow or are clearly not effective, it provides a justifica-
tion for doubting all security policies. That is why secu-rity hygiene is essential. When policies are not being fol-
lowed, security professionals must investigate, in a non-
confrontational manner, why and if it is because they
are impossible or too onerous to follow and re-design
the solution. Kirlappos et al. pointed out that in most
cases, employees do not show blatant disregard for se-
curity, but try to manage the risk they understand in the
bestway knowhow,what they call shadow security [396].

Their ‘amateur’ security solutions may not be entirely effective from a security perspective, but
since they are ‘workable’, asking ‘how could we make that secure’ is a good starting point for
finding an effective solution that fits in with how people work.

4.4 CYBER SECURITY AWARENESS AND EDUCATION
[409, 410]

Security practitioners often respond with security awareness, education and training mea-
sures when people do not follow security policies. But, in Section 4.3 we established thatsecurity hygiene must come first: if people keep being told that the risk is really serious and
theymust follow policy, but cannot do so in practice, they develop resentment and a negative
attitude towards security and the organisation (which is counter-productive).

In practice, the three terms: awareness, education and training, are often used interchange-
ably but are different elements that build on each other:

Security Awareness. The purpose of security awareness is to catch people’s attention and
convince them security is worth the engagement. Given that many organisations facecompliance and security fatigue, to quote Cormac Herley:More Is Not The Answer [376]:
aiming a lot of communicationswill backfire.We need to capture people’s attention, and
get them to realise that (a) cyber security is relevant to them, that is, the risks are real
and could affect them, and (b) there are steps they can take to reduce the risk and that
they are capable of taking those steps. Crafting effective awareness messages is not
an easy task for security professionals. Working with the communications specialists
in an organisation can, therefore, help. They not only know how to craft messages that
catch people’s attention, but know how to reach different audiences via the different
channels available to them, and integrate them into the overall set of communications
to avoid message fatigue.

Security education. Once people are willing to learn more about cyber security, we can pro-
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vide information about risks and what they can do to protect themselves against them.
Most people currently have very incomplete and often incorrect mental models (see
Section 4.4.2) on cyber risks. Transforming them into more accurate ones provides a
basis on which to build cyber security skills. However, it is hard to ascertain whether
the education leads to more accurate mental models or at least the ones that security
professionals expect people to possess. This divergence must be borne in mind. For
instance, Nicholson et al. [411] introduce the Cybersurvival task as a means to under-
stand such divergence between security experts and employees in order to inform the
design of security education programmes.

Security Training. Training helps people to acquire skills, e.g., how to use a particular secu-
rity mechanism correctly, how to recognise and respond to a social engineering attack.
In addition to showing people how to do something, we need to support the acquisition
of skills by letting them practise the skills in a setting where they can ‘experiment’ with
security decision-making and reflect on their perceptions and biases [412]. Parts of skill
acquisition can be supported online, but, like all learning, it is much more likely to be
successful when taking place in the context of a social community [413].

A commonmisunderstanding is that if people complete the three steps above and knowwhat
to do, they will change their behaviour. But knowing what to do and how to do it is not enough.
As we discussed in Section 4.3, human activity is 90% automatic, driven by routines or habits
stored in the long-term workspace. The new security behaviour needs to be embedded there
but its place is occupied by an existing behaviour (similar to an old password). The adage
that ‘old habits die hard’ accurately describes the fact that until we manage to push the old
behaviour out and the new behaviour becomes automatic, all our awareness, education and
training efforts may not yield the changes in behaviour we are seeking. This is a challenging
undertaking. Since productive activity needs to carry on while we change security behaviour
(Section 4.2), we can only target 1–2 behaviours at a time, and embark on changing the next
1–2 only once these have become genuinely embedded. Nor should one conflate security
awareness and education with security culture (cf. Risk Management & Governance Knowl-
edge Area (Chapter 2)). These can be one element in developing a security culture but are
not in themselves representatives of an effective security culture.

The RISCS White Paper ‘Awareness is only the first step’ [409], presents a model of support
(Figure 4.3 that organisations need to provide to achieve security behavioural change. It
shows that the three steps we have discussed so far are only the first steps, and that a fur-
ther four steps are required to achieve behavioural change. To support these additional steps,
we can draw on a new generation of learning resources that have evolved. And such steps
require investment from organisations - in terms of strategy, time, planning and resources.

4.4.1 Newapproaches to support security awareness andbehaviour change

Simulations and games are increasingly being used, both to make security awareness more
attractive, and to help with more complex educational measures and behavioural change.

Anti-phishing simulations designed to teach employees not to click on suspicious links are
probably the most widely used in organisations today. Their popularity stems from the fact
that they provide the ability to measure the impact of interventions, and they tend to show a
decrease in click rates in the short term. The argument is that the experience of having been
phished is a ‘teachable moment’ that captures the employees’ attention and persuades them
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Figure 4.3: Behaviour change model from RISCS White Paper [409]

to work their way through the education being offered. However, Fogg, who first introduced
the concept of ‘trigger moments’ (referred to as Prompts in the most recent Fogg Behaviour
Model, cf. Figure 4.4) is very clear that they will only lead to behaviour change if the person
has a sufficient level of motivation to engage with the training provided, and the ability to
apply the skills being taught. Joinson argues that certain emotional and contextual triggers
employed by social engineering attackers are so targeted and powerful (for instance, a no-
tification purporting to have information about traffic or public transport disruptions shortly
before the end of the working day) that they cannot be prevented by training [414].

From a human factor perspective, anti-phishing simulations can be problematic: 1) because
employees may perceive this as being attacked by their own organisation, which reduces
trust [404] and 2) they may lead employees to become so reluctant to click on links that
they do not act on genuine emails that may be important. These factors need to be carefully
considered in the design of any such simulations [375]. Furthermore, as we discussed above,
the use of mechanisms such as DMARC can reduce the number of suspicious emails on
which users need to focus, enabling education and training to be geared towards explaining
social engineering and manipulation techniques.
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Figure 4.4: Fogg Behaviour Model has three factors: motivation, ability and triggers (https:
//behaviormodel.org)

Security awareness games Capture The Flag (CTF) games are designed to raise awareness
of vulnerabilities, and how they can be exploited. The idea is that by seeing how they can use the
vulnerabilities to attack a system, defenders learn to not incorporate them in their own systems.
However, the focus is on training those charged with securing the organisation and not the wider
set of users and employees.
There are tabletop card games aimed at providing security awareness to a wider user base within
organisations, e.g., Ctrl-Alt-Hack [415], dox3d!a and others are specifically targeted towards ICT
specialists and developers, e.g., Microsoft’s Elevation of Privilegeb. There are also board games
designed to be played by work groups to raise awareness of cyber security threats and the com-
plexity of cyber risk decision-making, e.g., Decisions and Disruptions [412]. All of these games
have the potential advantage of offering a social learning experience if played in a group context.
But, if they are provided as one-off exercises, they are unlikely to have a lasting effect.
Overall, games and simulations have the potential to offer engaging new elements that can be
deployed at different stages of the behaviour change model (see Figure 4.3) but they need to be
part of a planned behaviour transformation programme, not one-shot interventions.

ahttps://d0x3d.com/d0x3d/about.htmlbhttps://www.microsoft.com/en-us/SDL/adopt/eop.aspx

4.4.2 Mental models of cyber risks and defences
Much of the knowledge in the long-term workspace is organised in the form of mental mod-
els, mental analogues of devices with which people interact. They can range in detail from
structural models (like blueprints) that experts have, to task-action models that enable non-
experts to operate a device competently. A person with a task-action model of operation can
drive a car, but only an expert with a structural model can diagnose faults and repair them.
Clearly, we cannot expect non-security experts to understand all cyber risks in detail.

Wash argues that inadequate mental models of security make users vulnerable against intel-
ligent adversaries:
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‘These users believe that their current behavior doesn’t really make them vul-
nerable, so they don’t need to go to any extra effort.’ [410]

Understanding users’ mental models can provide insights into how users perceive particu-
lar security information, e.g. alerts [416] or specific tasks they have to undertake, e.g. dele-
tion [398]. The question is: which models would be helpful? There are example mental mod-
els in the literature, for instance, physical security models, medical models, criminal mod-
els, warfare models and market models [417], which may provide a basis to communicate
complex security issues to users. Perceptions of risk are also relevant in this regard. These,
alongwith responsibility, are covered in the RiskManagement &Governance Knowledge Area
(Chapter 2) so are not discussed further here.

4.5 POSITIVE SECURITY
[418]

What is the goal of cyber security? When asked, most people’s first response is along the
lines of preventing cyber attacks or at least reducing the risk of attacks succeeding, or losses
being too high. As Florencio et al. pointed out, vendors and those who want organisations to
take security more seriously resort to a ‘Fear Uncertainty and Doubt (FUD) sale’ – creating
fears of attacks and their consequences, Uncertainty about consequences and Doubt about
organisations’ ability to defend themselves – thus boosting the cyber security market and
the sale of products [418].

‘FUD provides a steady stream of factoids (e.g., raw number of malware sam-
ples, activity on underground markets, or the number of users who will hand over
their password for a bar of chocolate) the effect of which is to persuade us that
things are bad and constantly getting worse.’

Security practitioners today complain thatmost individuals and businesses do not take cyber
risks seriously. The problem is that fear sales are not a good basis for security decision-
making: when the resulting investment in security turns out not to be effective, decision-
makers become skeptical about the benefits of cyber security. This, in turn, encourages the
other side to ramp up the FUD, leading to a spiral of fear and grudging investment in security.

In order to defend from novel threats, companies need more than passive adherence – em-
ployees wanting to defend the organisation, and understanding and agreeing with the re-
sponsibilities they have been assigned in the defence. To achieve that, we must make se-
curity a proposition that is credible, so that people want to buy into it. Positive security offers
more than protecting things we care about from negative consequences (‘freedom from’).
It enables us to engage in activities we value, and have experiences we cherish (‘freedomto’) [419, 420]. Roe argues that a positive conception of security will open ideas for new pol-
icy options and interventions, and encourage individuals or groups to becomemore involved
in decision-making about security, and being part of delivering it [420].

Another key aspect of positive security is the language we use in connection with it. As a first
step, we must stop the practice of demonising people who are unwilling or unable to follow
security advice: calling these people ‘The Weakest Link’ implicitly blames them for not being
able to make sense of, or comply with, security.
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4.6 STAKEHOLDER ENGAGEMENT
[393, 421, 422]

4.6.1 Employees
From the research on human behaviour in cyber security over the past decade, one very clear
theme has emerged: the importance of engaging in finding ways of making security work
for employees. Communication and leadership are important in this regard. However, these
aspects and others pertaining to organisational cultures are discussed in the Risk Manage-
ment & Governance Knowledge Area (Chapter 2). Here, we focus on employees rather than
organisational leadership and aspects, such as strategic board-level leadership of cyber se-
curity.

Lizzie Coles-Kemp and colleagues have developed an approach that takes employee involve-
ment in improving security a step further. They use projective techniques (e.g., drawings and
collages) to build representations of daily activity, and ground the discussion of security in
these. Case studies [371, 396] show how this helps to identify the root causes of insecure
behaviour that the organisation sees as undesirable, in many cases badly designed security
(echoing the results of Beautement et al. [393]), but also more fundamental failings of the
organisation to support the business and its individual tasks.

Creative security engagements (first mentioned by Dunphy et al. [423]) encourage partici-
pants (employees in the company context or consumers or citizens in wider engagement) to
reflect on:

• their environment,

• the emotions they feel,

• the constraints they experience,

• the pressures they are under,

• the actions and tasks they perform when generating and sharing information.

One particular technique for creative engagements using Lego for the physical modelling of
information security threatswas developed by the EUTrespass Project6. This type of physical
modelling bridges the gap between the typical diagrams (flow-charts and Unified Modelling
Language (UML) diagrams, for example) with which security practitioners commonly work,
and the everyday practices of the consumers who are affected by security design. Heath, Hall
& Coles-Kemp [424] reported a successful case study of this method to model security for
a home banking application, which identified areas where human intervention and support
needed to be provided to make security work overall.

These studies provide examples of different ways of engaging with employees, consumers
and citizens on security. They are part of a growing trend in research (cf. work on Productive
Security [425]), moving away from the mechanistic approach of looking for traits within in-
dividuals that are conducive to the desired security behaviour, or trying to change behaviour
by addressing or tweaking those traits. The fundamental focus of these approaches is about
changing the design of security to align with user and organisational tasks to reduce work-

6https://www.trespass-project.eu/
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load and increase productivity for an organisation. The fact that it also leads to a more posi-
tive perception of security is a valuable side-effect.

4.6.2 Software developers and usable security
Zurko & Simon pointed out that unusable security affects not only general employees who
may not have specific computing or security education but also those who have significant
technical skills, such as developers and system administrators [426]. They also face increas-
ing workloads and complexity, and make mistakes because the libraries and application pro-
gramming interfaces (APIs) they draw on are not usable. Arguably, errors that these technical
usersmake generally have amore significant impact thanmistakesmade by general employ-
ees, e.g., the Heartbleed vulnerability.

Developers and password security We noted above the usability issues of password and
other authentication systems that have been studied extensively for end-users, highlighting prob-
lems and informing design decisions for better policies andmotivating research into alternatives.
However, end-users are not the only ones who have usability problems with passwords. The de-
velopers who are tasked with writing the code through which the passwords are stored must do
so securely. Yet, history has shown that this complex task often fails due to human error with
catastrophic results. If developers forget to ‘hash and salt’ a password database, this can lead to
millions of end-user passwords being compromised. Naiakshina et al. [369, 370] conducted a ran-
domised control trial with computer science students, as well as freelance developers, and found
that, similar to end-users, developers also suffer from task-focus and they see security as a sec-
ondary task. None of the student participants, and only a small number of freelance developers,
implemented any kind of security unless explicitly prompted to do so. Interestingly, of those par-
ticipants who did implement some security measures, the students did better than the freelance
developers, who on the whole used more outdated and incorrect cryptographic mechanisms to
store their passwords.

A number of studies, e.g., Enck et al. [427] and Fahl et al. [421] have highlighted the extent to
which vulnerabilities manifest in modern eco-systems centred on app development. It was
notable that, of the 96 developers who were contacted by Fahl et al., a large number were
willing to provide information, but only 13 were interviewed because their companies refused
permission for them to do so. From the interviews, Fahl et al. found that developers had little
to no security training and were under extreme pressure to complete the app quickly—and
that was the reason for the mistakes that led to vulnerabilities.

Acar et al. [428] have studied the impact of online social networks, such as StackOverflow, on
the security of code that developers produce. Two thirds of the developers who used Stack-
Overflow or a textbook managed to produce a functionally correct solution within the allo-
cated time, whereas only 40% of those using official documentation did. In terms of the secu-
rity tasks, the results were reversed. Those using official documentation produced the most
secure code and those using the StackOverflow the least. A traditional security response to
this result would be ‘use of StackOverflow should be forbidden.’ But clearly, the productivity
price developers and their organisations would pay would be a hefty one. For instance, re-
cent work [429] has shown that developers utilise such forums to exchange information and
offer mutual support for security problem-solving. That is not to say that such advice is al-
ways effective (as noted above) but the forums do provide a community of practice in which
developers can share their problems and seek help. Banning such forums outright without re-
placing them with relevant support would, therefore, not address the crux of why developers
seek such support.
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Theusability challenges of cryptographicAPIs and their documentation have been highlighted
by Arzt et al. [430] and Nadi et al. [431], and tools proposed to support developers in their us-
age [432]. Recently, tools have also been proposed to improve the usability of static analysis,
e.g. [433]. Green and Smith have synthesised insights from the existing body of research into
a set of ten principles to make application programming interfaces for security and cryptog-
raphy libraries more usable for developers [422]. Patnaik et al. [434] identify four usabilitysmells that indicate that cryptographic APIs may not be fully addressing such principles, of-
fering insights to library developers on the key areas on which to focus in order to improve
the usability of their libraries.

The disconnect betweendevelopers and users also needs to be considered. Caputo et al. [435]
highlighted that developers did not understand the impact of the lack of usability on individ-
ual performance and wellbeing, organisational productivity, or the effectiveness of security.
They recommend that management must ensure that developers experience the results of
the lack of security and usability directly – by having to deal with help desk calls, the impact
of losses – and engage more. Recent work has provided insights into the role of strong or-
ganisational security cultures on developers’ mindsets with regards to security [436] and how
experts improve their security practices [437].

4.7 CONCLUSION
Humans and technologies do not exist in isolation. Humans conceive new technologies, de-
sign and implement them, and are also their users and maintainers. Cyber security is no dif-
ferent. Human behaviours shape cyber security (e.g., responses to phishing campaigns lead
to anti-phishing filters or new security training). Equally, the design of cyber security (humans
design those filters or training mechanisms) impacts people’s interactions with systems and
the security mechanisms designed into those systems (e.g., impedence to primary tasks or
increased workload arising from security tasks). We must consider this symbiotic relation-
ship throughout the conception, design, implementation, maintenance, evolution – and let’s
not forget, decommissioning – of cyber security mechanisms. Human factors must play a
central role as, after all, the purpose of cyber security is to protect people, their data, informa-
tion and safety. We must – as far as possible – fit the task to the human and not the human
to the task.
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INTRODUCTION
The pervasiveness of data collection, processing, and dissemination raises severe privacy
concerns regarding individual and societal harms. Information leaks may cause physical or
psychological damage to individuals, e.g., when published information can be used by thieves
to infer when users are not home, by enemies to find out weak points to launch attacks on
users or by advertising companies to build profiles and influence users. On a large scale,
the use of this information can be used to influence society as a whole, causing irreversible
harm to democracy. The extent of the harms that privacy loss causes highlights that privacy
cannot simply be tackled as a confidentiality issue. Beyond keeping information private, it is
important to ensure that the systems we build support freedom of speech and individuals’
autonomy of decision and self-determination.

The goal of this knowledge area is to introduce system designers to the concepts and tech-
nologies that are used to engineer systems that inherently protect users’ privacy. We aim
to provide designers with the ability to identify privacy problems, to describe them from a
technical perspective, and to select adequate technologies to eliminate, or at least, mitigate
these problems.

Privacy is recognised as a fundamental human right [438]: “No one shall be subjected to ar-
bitrary interference with his privacy, family, home or correspondence, nor to attacks upon his
honour and reputation”. As such, it has been studied for many years from a socio-legal per-
spective with two goals. First, to better understand what privacy means for society and indi-
viduals. Second, to ensure that the legal frameworks that underpin our democracies support
privacy as a right. The former studies proposed definitions such as privacy being ‘the right
to be let alone’ [439], ‘the right to informational self-determination’ [440, 441] or ‘the freedom
from unreasonable constraints on the construction of one’s own identity’ [442]. Probably one
of the best examples of the latter are the principles and rules associated with the European
Data Protection Legislation [443] covered in the Law & Regulation Knowledge Area (Chap-
ter 3). All of these conceptualisations are of great importance to define and understand the
boundaries of privacy and its role for society. However, their abstract and context-free nature
often makes them not actionable for system designers who need to select technologies to
ensure that privacy is supported in their systems.

To address this gap, in this knowledge area, we conceptualise privacy in a similar way as
security engineering conceptualises security problems [444, 445]. We consider that privacy
concerns, and the solutions that can address them, are defined by the adversarial model con-
sidered by the designer, the nature of the information to be protected, and the nature of the
protection mechanism itself. Typical examples of adversarial models can be: third-party ser-
vices with whom data are shared are not trusted, the service provider itself is not trusted with
private data of the users, or users of a service should not learn private data from other users.
Typical examples of private data to be protected from these adversaries can be: the con-
tent of users’ communications, their service usage patterns, or the mere existence of users
and/or their actions. Finally, typical examples of protectionmeans can be techniques that en-
able information availability to be controlled, such as access control settings, or techniques
to hide information, such as Encryption.

This knowledge area is structured as follows. The first part, comprising three sections, con-
siders three different privacy paradigms that have given rise to different classes of privacy
technologies. The first is privacy as confidentiality (Section 5.1), in which the privacy goal
is to hide information from the adversary. We revise technological approaches to hide both
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data and Metadata, and approaches to hinder the adversary’s ability to perform inferences
using the data that cannot be hidden. The second is privacy as informational control (Sec-
tion 5.2), in which the goal is to provide users with the means to decide what information
they will expose to the adversary. We revise technologies that support users in their privacy-
oriented decisions and techniques that help them express their preferences when interacting
with digital services. Finally, we introduce privacy as transparency (Section 5.3), in which the
goal is to inform the user about what data she has exposed and who has accessed or pro-
cessed these data. We revise solutions that show users their digital footprint, and solutions
that support accountability through secure logging.

The privacy requirements that define the privacy goals in the paradigms mentioned above
are often context dependent. That is, revealing a particular piece of information may be ac-
ceptable in some environments but not in others. For instance, disclosing a rare disease is
not considered a privacy concern in an interaction with a doctor but would be considered a
privacy violation in a commercial interaction. Nissembaum formalizes this concept as con-textual integrity [446], which explicitly addresses an information flow may present different
privacy needs depending on the entities exchanging this information or the environment in
which it is exchanged. We note that once the requirement for a flow are clear (including the
adversarial model), a designer can directly apply the technologies described in this chapter.

The second part of the knowledge area is devoted to illustrating how privacy technologies
can be used to support democracy and civil liberties (Section 5.4). We consider two core
examples: systems for secure voting and to circumvent censorship. For the former, privacy
of the votes is imperative for the functionality itself. For the latter, privacy of communication
partners is necessary to ensure that content cannot be blocked by a censor.

Weacknowledge that privacy technologies can be used in to support illicit (e.g., distribution of
child pornography) or anti-social behaviors (e.g., cyberbullying), as described in the Adversar-
ial Behaviours Knowledge Area (Chapter 7). While there exist solutions to selectively revoke
the protection provided by privacy technologies, these are strongly discouraged by privacy
researchers and privacy advocates. The reason is that adding backdoors or escrow possi-
bilities to ease law enforcement, inherently weakens the security of the privacy-preserving
systems as they can also be exploited by malicious actors to undermine user’s rights. There-
fore, we do not consider these techniques within this document.

We conclude the knowledge area by outlining the steps involved in the engineering of privacy-
preserving systems (5.5). We provide guidelines for engineers to make informed choices
about architectural and privacy technologies. These guidelines can help system designers
to build systems in which the users’ privacy does not depend on a centralised entity that may
become a single point of failure.

We note that many of the privacy technologies we revise in this knowledge area rely on
the cryptographic concepts introduced in the Cryptography Knowledge Area (Chapter 10).
Throughout this knowledge area, we assume that the reader is familiar with these basic
concepts and avoid repeating cryptographic definitions and reiterating on the explanation
of common primitives.
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CONTENT

5.1 PRIVACY AS CONFIDENTIALITY
[447][448][449][450][451][452][453][454]

In a technical re-interpretation of the ‘right to be let alone’ [439] privacy definition, a common
conceptualisation of privacy is to avoidmaking personal information accessible to any entity,
in particular to awider public [444]. Under this definition, the objective of privacy technologies
is to enable the use of services while minimising the amount of exposed information. Here,
information refers to both data exchanged explicitly with the service, as well as information
made implicitly available in the Metadata associated with these exchanges (e.g., identity of
the users or frequency of usage).

5.1.1 Data Confidentiality
We now describe two approaches to minimise the amount of exposed information. We first
present methods that provably prevent unauthorised access to information, typically based
on the use of advanced cryptographic primitives to ensure that no data can be inferred. Sec-
ond, we present disclosure control methods, which relax the Confidentiality definition to en-
sure that the information leaked to the adversary is limited to a certain amount, or is not
linkable to an individual person.

5.1.1.1 Cryptography-based access control

A first flavour of Confidentiality-oriented privacy technologies focus on protecting the data
through the use of cryptography. These technologies mainly consider two adversary models:
one where the recipient is considered trusted and the data have to be protected while in
transit, and one in which the recipient is not trusted and the data must be kept private even
when it is processed.

Protecting data in transit. The protection of data in transit is typically known as end-to-endencryption (E2EE). Here, an end refers to the origin and destination of the communication.
For instance, the sender and receiver of an email, or the client and server of a service. E2EE
ensures that the Confidentiality of data is ensured between both ends. That is, no third party,
from the routers in the communication infrastructure, to the application (e.g., email, mes-
saging) servers that enable the communication, can access the communication. Addition-
ally, E2EE typically provides Integrity, impeding any intermediary from modifying the data ex-
changed, and Authentication, ensuring that the communication parties can be sure of each
others’ identity.

From a technical perspective, in E2EE the devices at the end of the communication hold the
Encryption key used to protect the data. Usually, these are symmetric encryption keys and
can be agreed using key transport, or can be established using any modality of the Diffie-
Hellman exchange. The use of Diffie-Hellman to agree one key per session additionally pro-
vides forward secrecy, but one must be careful when implementing the exchange [455]. Typi-
cally, Digital Signatures and Message Authentication Codes are used to provide Integrity and
authentication. Canonical examples of E2EE encryption are the TLS protocol [456], widely
used in client-server scenarios; or the PGP protocol, a common encryption mechanism for
email communications [457].
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Aspecial type of E2EE isOff-the-RecordMessaging (OTR) [448].1 OTRseeks to provide stronger
privacy properties than the above protocols. It considers an adversary that can not only ob-
serve the communication, but also eventually compromise one of the devices participating
in the communication. This compromise gives the adversary the chance to get the long-term
keys of the participants. In such a demanding scenario the two main goals of OTR are to pro-
vide i) perfect forward secrecy and ii) repudiable Authentication, which permits a user to deny
having sent a message in the past. The protocol derives the cryptographic keys used for the
conversation using an unauthenticated Diffie-Hellman key exchange. Then, the participants
carry out a mutual authentication inside the protected channel, which guarantees the future
repudiability. Encryption keys are rotated, and old keys are deleted, so as to maintain forward
secrecy. Current OTR protocols also include strong protection against man-in-the-middle at-
tacks, even if the participants do not pre-share secrets [458, 459].

Finally, we can remark that E2EE is nowadays prevalent in instant messaging applications
such as Signal, WhatsApp, FacebookMessenger, or Viber. All of these applications are based
on the so-called Signal Protocol (previously known as Axolotl or TextSecure) [460]. Similar to
OTR, this protocol provides authenticated messaging between users with end-to-end Confi-
dentiality, and messages are kept secret even if the messaging server is compromised, and
even if the user’s long-term keys are compromised. These properties rely on an authenticated
key exchange protocol that mixes multiple Diffie-Hellman shared secrets, and on a protocol
to refresh the keys called double ratcheting [452]. Cohn-Gordon et al. provided in [461] a de-
tailed description of this protocol, including a formal analysis.

Note that all of the above protocols only offer strong guarantees as long as the mechanisms
to authenticate the communication parties work as expected. For instance, the Confidential-
ity provided by TLS relies on services keeping their keys secret and the Public Key Infrastruc-
ture operating reliably, so that the communication parties can be authenticated. Similarly,
WhatsApp’s Confidentiality relies on the fact that phone numbers are hard to spoof and, thus,
users are sure that the recipient of their message is their intended interlocutor.

Protection of data during processing. The previous protocols focus on protecting data in
transit from third parties other than the communication participants. We now consider situ-
ations in which the recipient needs to perform some computation on the data, even though
she is considered adversarial. We distinguish two scenarios: one in which computation is
completely outsourced and one in which the sender participates in the computation.

In the first scenario, commonly known as outsourcing, the data belong to the sender and
the recipient acts as the data processor. Typical examples are the use of cloud services to
compute on big data, e.g., privacy-preserving training and classification using machine learn-
ing [462], or to hold a database in which the sender wants to perform searches [463]. The
solutions to this problem are based on advanced cryptographic protocols. We now illustrate
the use of these protocols in a couple of examples, and we refer the reader to the Cryptogra-
phy Knowledge Area (Chapter 10) for more details on the technical details of the underlying
primitives.

A common problem when outsourcing services is that accessing particular pieces of out-
sourced data may reveal information about the user to the entity holding the data. For in-
stance, accessing a given entry on a patent database reveals business intentions; and ac-
cessing a particular entry in a messaging directory reveals relationships between users. This
problemcan bemitigated by using Private Information Retrieval (see theCryptography Knowl-

1https://otr.cypherpunks.ca/
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edge Area (Section 10.9.2)), which allows a database to be queried without revealing which
record is being accessed. An example use case for information retrieval is the creation of
privacy-preserving directories for social networks [464, 465, 466].

Another example where remote processing is needed comprises digital shops or digital bank-
ing, where a server returns information to a user depending on the inputs. The shop needs
to process payments and then ship the digital item; and the bank provides money, or makes
a payment, upon authentication. Users’ shopping patterns, however, may reveal a lot about
their profiles. In this case, Oblivious Transfer (see the Cryptography Knowledge Area (Sec-
tion 10.9.1)), in which a service can transfer an item without knowing which item is being
transferred, can be used to support privacy-preserving interactions [467, 468].

The previous techniques are useful for particular operations: search an item on a database,
transfer that item. Ideally, we would like to be able to perform any operation on outsourced
data. A very relevant technology for this is Homomorphic encryption encryption (see the Cryp-
tography Knowledge Area (Section 10.11)). This type of encryption allows any operation on
encrypted data to be performed. Such flexibility, however, comes at a high cost in terms of
computation time, and for some implementations also in terms of bandwidth, thus making
it far from practical at this point. Less general versions such as somewhat homomorphic
encryption or partially homomorphic encryption, which only permit limited operations (sums,
multiplications or evaluating a given function) provide better trade-offs and can already be
used for simple concrete tasks.

We note that in recent years, the privacy-preserving cryptographic primitives above have been
combined with new secure hardware [469, 470] in order to improve performance. While this
combination indeed brings the performance of privacy-preserving cryptography closer to the
benchmarks needed for deployment, it is important to highlight that such an improvement
comes at the expense of trusting the manufacturer of the secure hardware not to leak the
information (or the key) to unintended parties.

In the case of database outsourcing, it is worth mentioning tailored solutions that combine
different types of privacy-preserving cryptography in order to increase efficiency [471]. These
databases rely on techniques such as homomorphic encryption, order-preserving encryp-
tion [472, 473], or deterministic encryption, among others. These schemes indeed provide
great performance. However, it has been demonstrated that choosing weaker cryptographic
primitives to favour efficiency may have a significant impact on privacy [474, 475, 476, 477].
Therefore, they are only recommended to support compliance, and should only be deployed
in a trusted environment where attacks are unlikely. It is not recommended to use them in
scenarios where data privacy is of critical importance and the entity that holds the database
is not trusted.

The second scenario is collaborative computation, i.e., the entities involved in the commu-
nication collaborate to perform the computation. The result of this computation may be of
interest for the sender, for the receiver, for both, or for third parties. Yet, if the participants do
not trust each other, i.e., for a given entity, any of the other participants may be considered
an adversary. Typical applications are comparing databases or computing statistics across
datasets [478, 479]. Such applications can be supported by Multi Party Computation (see
the Cryptography Knowledge Area (Section 10.9.4)), as described by Archer et al. in [480].
When the goal of the application is to find similarities between two databases (e.g., con-
tacts [481, 482], malicious activities [483], or genetic information [484]), one can also use
lighter protocols such as Private Set Intersection [485, 486, 487]. These protocols allow two
parties to compute the intersection of datasets without revealing anything except the inter-
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section, or the cardinality of the intersection.

Verification in the encrypted domain. When data are processed in the encrypted domain,
it is hard for the entities performing the computation to run any check on the adequacy of
the inputs. To solve this problem, many primitives build on Zero-Knowledge Proofs (see the
Cryptography Knowledge Area (Section 10.9.1)) to prove to the entity performing the com-
putation that the inputs comply with a certain format or with certain constraints. We now
describe three cases in which verification in the encrypted domain is key to enabling the use
of privacy-preserving cryptographic protocols.

Private computation - input verification. Zero knowledge proofs are very well suited to en-
suring that the input to a privacy-preserving protocol is of a particular form or is not mali-
cious. For instance, they have been used, among others, to prove the adequacy of inputs in
billing applications, e.g., that they belong to a set of valid inputs [488], or are within particular
ranges [489], to prove that there are no malicious inputs when requesting information from
a messaging system [490], or when running a private intersection protocol [491].

Private authentication. To maintain Confidentiality, entities participating in protocols may
want to authenticate their communication partners. However, typical Authentication systems
are based on revealing the identity of the authenticating party. Revealing one’s identity, in and
of itself, may result in a privacy breach (e.g., when the authentication is against a sensitive
service, such as amedical service). A solution to avoid this problem is the use of Anonymous
Credentials, also known as Attribute-Based Credentials (ABCs) [449, 492, 493].

Instead of authenticating an entity with respect to an identity in order to grant authorisation,
ABCs enable the entity to prove possession of a combination of different attributes to obtain
the same authorisation. This proof does not reveal any additional information about the entity
authenticating, nor does it reveal the concrete values of the attributes. Furthermore, ABCs
are unlinkable between contexts. In other words, credentials look different every time they
are shown, such that different showings cannot be linked to each other.

While from the point of view of privacy, ABCs bring many advantages, they also introduce
new challenges. Anonymity may open the door to misbehaviour. Unfortunately, the strong
Anonymity and Unlinkability properties provided by original ABCs do not allow an authority
to limit or revoke authorisation for misbehaving users. In response, several schemes have
appeared that provide capabilities to limit the amount of times that a credential can be used
before the user is identifiable [494]; capabilities to blacklist credentials so that access can
be temporarily revoked [495, 496]; or capabilities to completely revoke the credentials [497].

There exist several implementations of ABCs [498, 499] available under diverse licenses.
These implementations offer different subsets of the functionalities mentioned above.

Private payments. Verification of encrypted data is also key to enabling privacy-preserving
payments, in which the payer may have to prove to the buyer, for instance, that he has enough
funds without revealing the exact amount. Early digital cash systems relied on Blind Sig-
natures (see the Cryptography Knowledge Area (Section 10.10)) to enable banks to sign e-
coins [450]. In a nutshell, to extend an e-coin to a client, a bank would blindly sign a random
value. To spend the e-coin, the client would give this number to the seller, who could redeem
it at the bank. By storing the random number, banks can detect double spending, but not
identify the double spender.

More recent privacy-preserving payment schemes, like the blockchain-based Zerocash [500,
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501] system, include more information in the transactions to provide better guarantees. In
each transaction, the user proves, in zero knowledge, that she owns the e-coins input to the
transaction; that each one of the input e-coins was either recently mined (minted in Zerocash
terms) or was the output of a previous transaction; and that the input and output values of the
transaction are the same, i.e., no money would be lost. For the sake of efficiency, Zerocash
relies on particularly efficient zero-knowledge proofs called zero-knowledge Succinct Non-
interactive ARguments of Knowledge (ZK-SNARK) systems [502]. These proofs are shorter
(in the order of hundreds of bytes) and relatively fast to verify.

5.1.1.2 Obfuscation-based inference control

The protocols discussed in the previous section provide strong (cryptographic) guarantees
regarding the Confidentiality of data. Such strong protection, however, comes at the cost of
efficiency and flexibility. On one hand, privacy-preserving cryptographic primitives require sig-
nificant resources in terms of computation and/or bandwidth. On the other hand, they narrow
down the type of processing that can be done on data. This is inherent to cryptographic con-
structions that fix inputs and outputs, and strictly define what information will be available
after the protocol is executed.

In this section, we describe approaches to protect data Confidentiality based on obfuscating
the data exposed to an adversary. These techniques provide amore relaxed definition of Con-
fidentiality than cryptography, in the sense that they cannot completely conceal information.
Instead, their goal is to provide a way to control the extent to which an adversary can make
inferences about users’ sensitive information. In fact, for most of these techniques, the level
of protection depends on the concrete data and adversarial knowledge. Thus, it is important
to run an ad-hoc analysis for the inference capability, as explained in Section 5.5. Also, we
note that the privacy gained from these techniques is based on limiting the information avail-
able to one’s adversary. Consequently, these techniques reduce the amount of information
available for anyone and, hence, may have an impact on utility if the purpose of the applica-
tion is based on sensitive information, e.g., finding matches on dating applications. However,
we note that when the sensitive information is not crucial for the purpose of the application
these techniques may be deployed without affecting utility, e.g., a weather application that
can operate using very rudimentary location data.

Obfuscation-based inference control techniques are not suitable for protecting data in tran-
sit, but can be used to support privacy-preserving outsourcing, privacy-preserving collabo-
rative computations, and privacy-preserving publishing. There are four main techniques to
obfuscate data, as described below. We note that these techniques are mostly oriented to
obfuscate numerical or categorical fields. Obfuscating more complex content, such as free
text, is a much more difficult task due to correlations that are hard to remove in a systematic
manner. To date, there are no known techniques that can reliably anonymise free text. How-
ever, these techniques are quite effective at reducing the information leaked by Metadata, as
we discuss in Section 5.1.2.

For the sake of illustration, let us take the following microdata file as a current example. This
is a very simple example, and we stress that the techniques introduced below can be applied
to many types of data formats and domains.
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Name Age Gender ZIP Salary

Alice 21 Female 21345 51300
Bob 32 Male 25669 67400
Carla 25 Female 18934 51500
Diana 64 Female 21223 60200
Eve 34 Female 18022 73400
Frank 37 Male 25321 55800
Gerald 19 Female 18235 68900

Table 5.1: An example database

Anonymisation. A common technique used to permit data processing without risk for individ-
uals is data anonymisation. Anonymisation, as its name indicates, seeks to decouple identity
from information. The idea is that removing identifying information from data points makes
them unlinkable (i.e., they cannot be grouped as belonging to the same entity), thus hindering
the ability of the adversary to perform inferences from the data.

However, achieving full Anonymity is extremely difficult. In fact, when a dataset can be de-
clared anonymous remains unclear. Data in and on themselves contains enough information
to correlate different attributes and/or records on a database. Given these groups, there are
many techniques to re-identify individuals behind the data release. A key insight into under-
standing the difficulty of anonymisation is the uniqueness of individual’s data patterns [503,
504]. There may be many combinations of the information released in a dataset that are
unique to an individual. These are called quasi-identifiers. Finding quasi-identifiers enables
the re-identified data by mapping them to identifying information in other data sources [453,
505]. Thus, anonymisation is commonly combinedwith the obfuscation techniques described
below to limit the risk of re-identification.

At this point in the knowledge area, it is worth referring to the notion of k-anonymity, which
advocates combining generalisation and suppression in order to ensure that records on a
database are anonymous among (i.e., indistinguishable from) at least other k entries in the
same dataset [506]. For instance, in the example above, one can generalise the ZIP code to
achieve two-anonymity:

Name Age Gender ZIP Salary

* 21 Female 21* 51300
* 32 Male 25* 67400
* 25 Female 18* 51500
* 64 Female 21* 60200
* 34 Female 18* 73400
* 37 Male 25* 55800
* 19 Female 18* 68900

Table 5.2: Anonymization: A two-anonymous database through generalisation

While this notion is promising, there are several factors that make it unappealing and hard
to use in practice. First, due to the uniqueness of the problem mentioned above, obtaining k-
anonymity may require an unacceptable amount of generalisation in the database. Second,
depending on the application, k-anonymity may not actually prevent inference of sensitive
attributes. This is illustrated in our running example in the Gender column. Even though the
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generalisation in the ZIP code ensures two-anonymity, the adversary knowswith a 100% prob-
ability the gender of the users in each ZIP area, e.g., all users living in 21* arewomen. Similarly,
the adversary learns that females in their 20s earn approximately 51000.

To address this issue, researchers argue that privacy not only requires k-anonymity, but also
l-diversity, which ensures that for each k anonymous individual, there are at least l possible
values for the sensitive attribute [507]. Researchers have also shown that l-diversity can be
broken and so-called t-closeness, where the set of sensitive attributes is not only diverse but
follows the general distribution for this attribute across a population, is needed [508].

The k-anonymity notion is very popular in health-related applications [509]. It has also been
adapted to fields other than databases [510, 511].

Generalisation. This technique consists in reducing the precision with which data are shared,
with the goal of reducing the accuracy of the adversary’s inferences. Generalisation can
be achieved via a direct precision reduction of the shared values, or a bucketisation (i.e.,
a mapping from values to ranges) before data are released. This technique has been applied,
among others, for database anonymisation [506], reducing the precision of the values in the
different cells; or in private web searches [512], where words are mapped to the closest word
of a pre-defined set.

Name Age Gender ZIP Salary

Alice 10–30 Female 21*** 51300
Bob 30–40 Male 25*** 67400
Carla 20–30 Female 18*** 51500
Diana 60–70 Female 21*** 60200
Eve 30–40 Female 18*** 73400
Frank 30–40 Male 25*** 55800
Gerald 10–20 Female 18*** 68900

Table 5.3: Generalisation: Reducing the precision of the ZIP code to the first two digits; re-
ducing the precision of the Age column via bucketisation.

Suppression.This technique consists in suppressing part of the information before it ismade
available to the adversary. The rationale behind suppression is that the fewer the data are
provided to the adversary, the more difficult is for her to make inferences. The suppression
strategy, which decides which information to hide, is key for the level of privacy protection
that such a schememay provide. For instance, suppressing information at random is unlikely
to destroy the patterns in the data that allow for inferences. Thus, unlessmost of the data are
deleted, this strategy seldom provides good protection. A common strategy is small count
suppression, where aggregated values below a threshold are not reported. The level of pro-
tection of this strategy depends on the type of access to the data and the knowledge of the
adversary [513]. Other suppression strategies, tailored to the nature of the data under consid-
eration and their characteristics [514, 515] provide better privacy results. This technique has
been applied, among others, for database anonymisation [506], to hide some of the values in
the different cells; or in location data publishing [514], to hide location samples that provide
too much information.
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Name Age Gender ZIP Salary

Alice 21 Female 21345 51300
Bob 32 Male 25669 67400
Carla 25 * 18934 51500
Diana 64 * 21223 60200
Eve 34 Female 18022 73400
Frank 37 * 25321 55800
Gerald 19 Female 18235 68900

Table 5.4: Suppression: Suppression of the Gender attribute for 50% of the records.

Dummy addition. This technique consists in adding fake data points, so-called dummies, to
the data made available to the adversary in order to hide which are the real samples. The
idea is that, as the adversary considers fake points when running the attack, her inference
will have errors. For this defense to be effective, fake points have to be indistinguishable from
real points. Ideally, from the point of the view of the adversary, any sample should look like
a real or dummy one with equal probability. However, creating such indistinguishable points
tends to be difficult [516], and the adversary can easily filter them out. Thus, this technique is
useful in very few domains. Dummy addition techniques have been used to increase privacy
in web searches [512, 517] or to protect databases from inferences [518].

Name Age Gender ZIP Salary

Alice 21 Female 21345 51300
Bob 32 Male 25669 67400
Carla 25 Female 18934 51500
Donald 54 Male 25669 53500
Diana 64 Female 21223 60200
Eve 34 Female 18022 73400
Frank 37 Male 25321 55800
Goofy 61 Male 21346 41500
Gerald 19 Female 18235 68900
Minnie 23 Female 18456 62900

Table 5.5: Dummy addition: Adding 50% of fake records (in red).

Perturbation. Perturbation techniques inject noise into the data made available to the adver-
sary. The noise is aimed at reducing the adversary’s inference performance. Similar to sup-
pression techniques, the strategy used to introduce noise plays a crucial role in the level of pri-
vacy provided. Initial schemes drew noise frommany kinds of randomdistributions [519, 520]
and added them to the data. This approach was not really effective, as an adversary with
knowledge of the noise distribution could infer the original data values with reasonable ac-
curacy and thus risked leaking more information than intended.
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Name Age Gender ZIP Salary

Alice 21 Female 21345 51345
Bob 32 Male 25669 67863
Carla 25 Female 18934 51053
Diana 64 Female 21223 60302
Eve 34 Female 18022 74558
Frank 37 Male 25321 55005
Gerald 19 Female 18235 69425

Table 5.6: Perturbation: Obfuscating salary with noise drawn from a normal distribution
N(0,1000).

Currently, the gold standard in perturbation-based techniques is to add noise to achieve so-
called differential privacy. The main goal of this technique is to address the limitations of
data anonymisation techniques for publishing such as the aforementioned k-anonymity.

Differential privacy, introduced by Dwork [521], is a privacy definition originally intended to en-
able the design of techniques that permit maximising accuracy when querying statistical in-
formation (mean, variance, median etc.) about users on a database while minimising the risk
of unintended inferences. Rather than a property of a dataset (like the techniques above), dif-
ferential privacy is a property of a mechanism used to output the answers to queries against
a dataset. An algorithm is differentially private if, by looking at the result of the query, the
adversary cannot distinguish whether an individual’s data were included in the analysis or
not. More formally, an algorithm A provides ε-differential privacy if, for all datasets D1 and
D2 that differ on a single element (i.e., the data of one individual), and all possible outputs S
of the algorithm:

Pr[A(D1) ∈ S] ≤ eε × Pr[A(D2) ∈ S],.

Differential privacy ensures that, given a perturbed data sample, the adversary gains a negli-
gible amount of new information about the original data sample with respect to the her prior
knowledge, regardless of what this prior knowledge was. There exist a number of algorithms
to ensure that differential privacy is met for a variety of queries [451].

Differential privacy is an extremely useful definition because it gives a formal framework to
reason about the amount of information a powerful adversary might be able to infer about
individuals in the data, regardless of the adversary’s prior knowledge. However, it must be
noted that:

• Differential privacy provides a relative guarantee, as opposed to an absolute privacy
protection. This means that the protection provided is regarding the prior knowledge
of the adversary. If the adversary already has full knowledge, differential privacy will
not improve privacy. In other words, differential privacy ensures that the release of data
does not worsen the privacy loss of a user or population by more than a set threshold.
However, this does not automatically ensure that a user’s privacy is preserved overall.
Therefore, to claim privacy, it is important to not only ensure that a scheme provides
a given guarantee, but also computes the adversarial error on the inferences so as to
ensure that users’ sensitive information is actually protected (see Section 5.5).

• One of the current practical challenges of differential privacy is to determine what val-
ues of ε provide an acceptable level of privacy. The level of protection of crucially de-

KA Privacy & Online Rights | October 2019 Page 182

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

pends on the value of this parameter. This means that merely fulfilling the differential
privacy definition with arbitrary parameter values does not directly guarantee that the
adversary does not learn too much new information from the data. It is important to
ensure that the value of ε is such that the probabilities for different inferences are ac-
tually indistinguishable. For example, if ε = 3, this only ensures that the ratio between
the probability of observing a result when an individual is, or is not, in the dataset is:
Pr[A(D1) ∈ S]/Pr[A(D2) ∈ S] ≤ e3 = 20.08. This probabilistic difference can typ-
ically be detected by classical statistical detectors, or any modern machine-learning
classifier. In general, ε values greater than one deserve a closer look to verify that the
algorithms provide the sought level of protection.

• The amount of noise required to hinder inferences on the data depends on the so-calledsensitivity of the algorithm. Sensitivity measures how much a change in the input will
change the output of the algorithm A. When the input is a database and the output a
statistical function, small input changes have little influence on the output and, thus, a
small amount of noise is enough to make the algorithm differentially private. We note,
however, that when differentially private algorithms are applied to protect the privacy of
a single sample instead of to the result of a statistical query on a database, the sensitiv-
ity may be much higher. Thus, only a large amount of noise may ensure protection. For
instance, when differential privacy is applied to obfuscate a user’s reported position to
obtain location privacy, protection may be less than expected if the parameters are not
carefully chosen [522].

• Differential privacy provides a worst-case guarantee, which means that the amount
of noise introduced is tailored to bound the leakage given by the data point in the
dataset that provides the most information to the adversary with the best knowledge.
This means that in an average case the amount of noise is larger than needed. Recent
studies have been working towards tighter bounds that permit reduction in the noise
required to provide a desired protection level [523].

The differential privacy notion has been extended to account for metrics other than the Ham-
ming distance (i.e., distinguishingwhether one individual is in a database or not) [524]. Pertur-
bations with differential privacy guarantees have been used to protect, among others, privacy
in collaborative learning [525], or locations when querying location-based services [526]. It
has also been recently adopted by the US to protect census data [527].

Finally, it is important to remark that for many real cases, one of these inference controls
cannot provide enough privacy on its own. Therefore, typically one needs to combine several
of these techniques to limit the numbers of inferences that can be made.

5.1.2 Metadata Confidentiality
In the previous section, we discussed means to protect the Confidentiality of the contents
of messages, databases, queries, etc. These techniques are essential to ensure privacy. Yet,
they do not protect against an adversary that uses theMetadata to infer sensitive information
about individuals. Concretely, there are three types ofmetadata that have been demonstrated
to be extremely vulnerable to privacy attacks: traffic metadata, associated to the communi-
cation infrastructure; devicemetadata, associated with the platform generating the data, and
location metadata, associated with the physical location from which data is generated.

In this section, we discuss the privacy risks associated with these types of metadata and the
relevant controls to address these risks.
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Traffic Metadata. Network-layer information, such as the identities of the participants in the
communication (IP addresses), the amount and timing of the data transferred, or the duration
of the connection, is accessible to observers even if communications are encrypted or ob-
fuscated. This information, commonly known as traffic data, can be exploited to deduce po-
tentially sensitive private information about the communication. For instance, in an e-health
context, messages are generally encrypted to preserve patients’ privacy. However, the mere
fact that a patient is seen communicating with a specialised doctor can reveal highly sen-
sitive information even when the messages themselves cannot be decrypted. Confidential
communications are not only desirable for personal reasons, but they also play an important
role in corporate environments. The browsing habits of a company’s employees (e.g., access-
ing a given patent from a patent database) can be used to infer the company’s future lines
of investment, thus giving an advantage to their competitors. Finally, even if the identity of
the communicating parties is innocuous, encrypted flows can reveal search keywords [528]
or even conversations [529].

A technique to protect traffic data is the use of anonymous communications networks. These
networks are typically formed by a series of relays such that communications do not travel
directly from origin to destination, but are sent from relay to relay. These relays also change
the appearance of a message through means of Encryption to provide bitwise Unlinkability,
i.e., to ensure that packets cannot be linked just by looking at their bit content; they can also
change traffic patterns by introducing delays, re-packagingmessages, or introducing dummy
traffic.

Anonymous communications networks follow different designs regarding how the infrastruc-
ture is built (by users or dedicated relays), how they consider communications (message-
based vs. flow-based), or how they reroute messages (deciding a route at the source, or
letting relays decide on routing), among others. In the following, we focus on the two most
known anonymous communications network types which have real-world deployment. We
refer readers to the surveys by Danezis et al. [530] for a historical overview of anonymous
communications and by Shirazi et al. [454] for a comprehensive overview of more recent
anonymous communication systems.

The most popular anonymous communication network is Tor2 [531]. The core element of the
Tor Network are Onion Routers (ORs), which are essentially routers that forward encrypted
data. ORs encrypt, respectively, decrypt packets along the way to achieve bitwise unlinkabil-
ity, as detailed below. When a user who wants to anonymously access an Internet service
through the Tor network, she installs a Tor client in her device. This software builds a cir-cuit of connections over three ORs, called entry, middle and exit nodes, and the client routes
encrypted traffic to the destination server through this circuit.

Tor uses so-called onion encryption, in which the client establishes a secret key with each
of the ORs in the circuit using an adapted version of authenticated Diffie-Helmann (see the
Cryptography Knowledge Area (Chapter 10)). Every packet routed through the circuit gets
encrypted with these three keys, first with the exit OR’s key, then the middle OR’s key, and
finally that of the entry OR. When the message travels through the circuit, the nodes ‘peel’
each layer of encryption until the original packet is sent to the destination. The server sends
data to the client using the same circuit, but in the inverse order; i.e., the server encrypts the
message in layers that are decrypted by exit, middle, and entry ORs. In order to support low-
latency applications, Onion Routers do not impose delays on the messages they receive and
resend. Thus, traffic patterns are conserved while packets travel through the network. This

2https://www.torproject.org/
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enables an adversary with the capability to observe both ends of the communication (i.e., the
entry and exit nodes) to correlate incoming and outgoing flows in order to link the origin and
destination of communications [532].

At this point it is important to highlight the difference between using Tor and using a Virtual
Private Network (VPN). Both technologies give the protection against an adversary that ob-
serves only one side of the communication, and both fail to protect against an adversary that
can see both extremes. However, while in Tor no single relay can on itself learn the link be-
tween sender and receiver (i.e., the trustmodel is decentralized), in a P3P the provider actually
knows this correspondence and thus is a single point of failure.

In order to destroy traffic patterns and protect correlation attack relays in an anonymous com-
munication, networks need to delay packets or add new ones. This is the principle behind the
design ofmix networks [533]. As opposed to onion routing, where all the packets from a com-
munication are routed through a circuit, in mix-based communications routes are selected
for every message. Then, when amix relay receives a packet, instead of immediately decrypt-
ing and send it to the next hop on the path, themessage is delayed. Howmanymessages are
delayed is determined by a firing condition, which is an event such as the arrival of amessage
or the expiration of a timeout that causes the mix to forward some of the messages it has
stored. Which messages are fired depends on the batching strategy, which can select all of
the messages or a fraction according to a probabilistic function. Both mixes and users can
send dummy traffic, which may be absorbed by other mixes or by the recipient.

A mix network designed to provide low latency is Loopix3 [534]. As opposed to Tor, where
users’ clients communicate directly with the Tor nodes, Loopix assumes that users communi-
cate with providers that in turn send messages to each other through the Loopix anonymous
communication network. Providers choose a random route composed of Loopix routers and
send the message to the first node. Similar to Tor, messages get encrypted with the keys of
each of these routers using the Sphinx packet format [535]. In addition to the Encryption,mes-
sages are assigned a delay for every relay they visit according to an exponential distribution.
Finally, providers inject dummy traffic into the network by sending packets to themselves
via a Loopix path, so as to provide cover for real messages. The combination of providers
that hide mix messages from users sending (respectively receiving) messages at the same
time, delays and cover traffic enable Loopix to provide provable guarantees regarding the
Unlinkability of the senders and receivers of messages.

DeviceMetadata. In today’s optimised Internet services, the concrete characteristics of users’
devices are frequently sent along with their data requests in order to optimise the service
providers’ responses. Even if users are anonymous on the network layer, these characteris-
tics may become a quasi-identifier that enables service providers to track users across the
web [536, 537]. This is because combinations of features such as theUser Agent (the browser
software vendor, software revision, etc.), its Language, or the Plugins it has installed, or the
platform are mostly unique.4.

Device or browser fingerprinting is the systematic collection of this information for identifi-
cation and tracking purposes. A large number of attributes, such as browser and operating
system type and version, screen resolution, architecture type, and installed fonts, can be col-
lected directly, using client-side scripting and result in unique fingerprints. When this infor-
mation is not directly available, other techniques can be used to learn this information, as

3https://katzenpost.mixnetworks.org/
4https://amiunique.org/, https://panopticlick.eff.org/
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explained below.

As an illustrative example, let us consider the list of fonts installed on a particular user’s web
browser as an identifier that enables tracking. There are two techniques to obtain the list of in-
stalled fonts, which is known to provide a good level of uniqueness. This is because browsers
install fonts on demand depending on the sites visited. Since users have different browsing
patters, their lists of installed fonts become different as well. Font fingerprinting techniques
exploit the fact that if a font is installed, browsers will render it, but if not. browsers will revert
to monospace font. Thus, depending on whether a font is installed or not, sentences will be
rendered differently. In the first technique, the tracking web sends a sentence to the browser
to be printed with a series of fonts. Then, the client-side script checks the size of each sen-
tence. When the size is equal to the sentence printed in monospace, the tracker learns that
the font is not installed. A similar technique is called canvas fingerprinting. In this case, the
tracker exploits the HTML5 Canvas feature, which renders pixels on the fly. As before, differ-
ent font size result in different pixel footprints. Measuring the result of the canvas rendering
the tracker can ascertain which fonts are installed in a browser.

Defending against deviceMetadata attackswhile retaining utility is extremely difficult. On the
hand, hiding thesemetadata from service providers has an impact on the performance of the
services, since it limits personalisation and deteriorates the rendering of information. On the
other hand, it is hard to establish which combination of features would actually make users
indistinguishable from other users. This is because we have no knowledge of the distribution
of fingerprints in order to imitate one of them, and trying combinations at random runs the
risk of being as unique as the original fingerprint [538]. Therefore, mechanisms need to be
carefully crafted and evaluated [539].

We note that besides tracking based on metadata, trackers also use a series of techniques
based on the use of cookies. For instance, web pages can include cookies from third par-
ties, which allows these parties to detect when users revisit a page [540]. Third parties can
also use cookie syncing, whereby, besides adding their own tracking, webs redirect cookies
to other trackers to inform them of where the users are going [541]. Finally, there exist perva-
sive mechanisms to install cookie-like information that cannot be removed by cleaning the
browser’s cache [447].

Location metadata. Finally, a user’s geographical location revealed to online services can be
used to infer sensitive information. This information can be revealed explicitly, for example,
when the user makes queries to location-based services to find nearby points of interest
or friends; or implicitly, for example, when GPS coordinates are associated with photos or
content published on social networks, or inferred from the access point used to access the
Internet.

Clustering techniques to find groups of nearby points where the user spends not significant
amounts of time can be used to infer users’ points of interest such as where they live, where
they work or their favourite leisure places. In many cases, points of interest can be used
as quasi-identifiers for users. For instance, the three most commonly visited locations are
unique to a user in a majority of cases, even when the locations are provided on a more
general level (e.g., US counties) [542]. Similarly, the types and patterns of locations visited
can be used to infer demographic data about users such as age or gender [543]. Furthermore,
once movement patterns have been characterised, they can be used to predict individuals’
future movements [544].

There are two kinds of defence for protecting location Metadata in the literature. The first
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relies on cryptographic techniques to process location-based services’ queries (see Sec-
tion 5.1.1.1). For instance, users can privately learn whether a friend is nearby. This service
can be realised by Homomorphic encryption encryption [545], private equality testing [546]
or private threshold set intersection [547]. The second kind of defence is based on the ob-
fuscation techniques described in Section 5.1.1.2 in order to control the inferences that an
adversary draws from the location data. For instance, user’s location can be hidden [548],
i.e., not reported to the provider; perturbed [549], i.e., reporting a location different from the
user’s actual position; generalised [550], i.e., reported with less precision; or accompanied by
dummy locations so that the user’s real movement patterns cannot be identified [551].

5.2 PRIVACY AS CONTROL
[552][553][554]

In the previous section, we discussed privacy technologies that keep data confidential, by
minimising the collection of data and/or minimising the amount of information that can be
inferred from any released data. A wider notion of privacy, which is usually referenced in
regulations, broadens privacy from the notion of concealment of personal information, to
the ability to control what happens with the information that is revealed [441, 443].

The idea behind the shift from technologies that minimise disclosure to technologies that
provide the means to control information use, is that in many cases, revealing data may be
unavoidable or perceived as beneficial to the data subject. Thus, it is advisable to consider
the use of technologies that address two major concerns: i) enable users to express how
they expect that data disclosed to the service provider are used, so as to prevent undesirable
processing of these data; and ii) enable organisations to define and enforce policies that
prevent the misuse of information, as defined by the users.

In this section, we revise techniques that have been designed under the privacy as control
paradigm.We focus on techniques for the creation and configuration of good privacy settings
that help users express their preferences with respect to data disclosure and processing;
and techniques that support the automated negotiation of privacy policies across services.
Because much of the protection relies on trust, privacy technologies that enhance privacy
in a system through improved control are less numerous and varied than those designed to
achieve Confidentiality.

It is important to highlight that these techniques inherently trust the service provider that
collects the data to correctly enforce the policies established by the user with respect to
third parties, as well as not to abuse the collected data itself. Also, as noted by Acquisti et
al. [552], providing users with tools to control information flows can reduce risk perception
and increase risk-taking, effectively reducing the overall privacy of users.
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5.2.1 Support for privacy settings configuration
Privacy settings are those controls in a web service that allow users to express their prefer-
ences regarding how data should be revealed to other users, shared with third parties, and
processed by the service providers. Madejski et al. have shown that the complexity of these
privacy settings makes them barely usable by individuals [553]. This lack of usability causes
users to misconfigure their privacy settings, i.e., establish configurations that do not match
their expectations. This in turn results in unintended disclosure of data. We refer readers to
the Human Factors Knowledge Area (Chapter 4) for further information about the impact of
usability of systems on security and privacy.

To counter this problem, researchers have proposed a number of techniques whose goal
is to identify groups of individuals that share certain characteristics, and then establish the
most adequate settings for each user group. One area of research suggests letting security
and privacy experts define what are the best policies are. [555]. This approach, however, is
difficult to generalise from targeted groups to the general population, and inmany casesmay
result in strategies that overestimate the need for protection. This in turn limits too much the
sharing and processing of data, thus rendering systems unusable. Other proposals advocate
for using machine-learning techniques to infer adequate settings for a user based on the
social graph of a user’s friends and acquaintances [535]. This technique, however, requires
users, or a centralised recommender system, to knowauser’s social graph in order to perform
the inferences, which raises privacy concerns in itself. A third approach does not require
knowledge of a user’s social graph, but tries to find adequate privacy settings by looking at a
larger set of users. [556]. As opposed to the previous technique, a user’s suggested settings
preference is derived from generic data. These techniques have been shown to be prone
to produce policies that are valid for the majority of users, but often discriminate against
user groups with specific privacy requirements such as activists or persons of public interest.
Furthermore, ML-based techniques often augment and perpetuate biases present in the data
fromwhich the initial policies are inferred. A final research areas suggests crowdsourcing the
optimumcomposition of these policies [557]. These techniques aremore flexible in the sense
that users have more leeway to influence the policies. However, they are still influenced by
majority votes and may not be ideal for users who do not follow mainstream practices.

5.2.2 Support for privacy policy negotiation
The previous technologies support users at the time of configuring their privacy settings in
an online service. An orthogonal line of work is dedicated to automating the communication
of user preferences to the service, or between services.

Technologies such as the W3C’s Platform for Privacy Preferences Project (P3P) [558], which
facilitate the communication of setting preferences between user and service provider. P3P
is an industry standard that allows websites to encode their privacy policies (what informa-
tion is collected, how it is used etc.) in a pre-defined format. These policies can be read and
interpreted by browsers equipped to do so. The browser can then compare the site’s policy
with a user’s specified privacy preferences written in a machine readable language such as
P3P Preference Exchange Language (APPEL) [559]. P3P, however, does not have any means
to enforce that the service provider actually follows the practices described in the policy.

Other technologies such as purpose-based access control [560] or sticky policies [561] pro-
vide the means to specify allowed uses of collected information, and to verify that the pur-
pose of a data access is compliant with the policy. These technologies can be supported by
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cryptographic mechanisms that guarantee that the service providers must comply with the
preferences established by users.

5.2.3 Support for privacy policy interpretability
In order to configure the privacy settings according to their expectations of how data should
be handled, users need to understand the privacy policies that describe the meanings of
these settings. These policies are often long, verbose, and contain a lot of legal terms; and
they often evolve over time. Thus, users find them difficult to understand. Researchers have
developed technologies that enhance users’ability to interpret privacy policies.

Currently, there exist two approaches to improve users’ understanding of privacy policies.
One is to trust experts to label, analyse and provide reasons for existing privacy policies [562].
Another avenue is to completely automate the interpretation process. Polisis5 [554] is a
machine-learning-based framework that enables users to ask questions about natural lan-
guage privacy policies. This tool offers a visual representation of the policy specifying the
types of data collected, the purpose of this collection, and the sharing practices, among oth-
ers.

5.3 PRIVACY AS TRANSPARENCY
[563][564][565]

The last privacy design paradigmwe consider is privacy as transparency. As opposed to tech-
nologies that limit data disclosure or the use of disclosed data, transparency mechanisms
analyse users’ online activities in order to either provide them with feedback about the impli-
cations of their actions, or run audits to check that there has been no violation of privacy.

As with control-oriented technologies, transparency-based privacy cannot prevent privacy vi-
olations in and of themselves. In fact, feedback or audits happen after the users have already
disclosed data to the provider. Thus, providers are again trusted with making sure that the
collected data are not processed or shared in ways not authorised by the users.

5.3.1 Feedback-based transparency
We first describe mechanisms that make transparent the way in which information is col-
lected, aggregated, analysed and used for decision making. The common factor between
these technologies is that they provide users with feedback about how their information is
processed or perceived by others.

An early effort in this direction is the concept of privacy mirrors [563], which show users their
‘digital selves’; i.e., how others see their data online. This concept was adopted by popular on-
line social networks such as Facebook, which allows users to check how different audiences
(e.g., friends, friends of friends, others), or even individual users, see their profiles whenever
they make changes to their privacy controls. A similar line of work provides other means of
visualising how privacy settings affect data sharing in order to improve users’ understanding
of the set of permissions they have selected. This solution provides visual cues to users that
indicate the access permissions associated with the data they shared [566]. For instance,
it can highlight fields in a social network profile with a different colour depending on who

5https://pribot.org/polisis
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has access to that particular information. Both solutions help users understand their prac-
tices and modify their actions. However, they can only do so after the information has been
revealed to the provider (and possibly to other users).

A different type of user feedback comprises so-called privacy nudges [564]. Nudges assist
users in making choices about their privacy and security settings. They give users immediate
feedback whenever the user performs an online action in a way that the action could be can-
celled or modified. For instance, the nudge can inform the user that the post she is currently
writing is public so that the user is careful about the words she chooses to use. Nudging
tools can be even more sophisticated and use modern machine learning algorithms to anal-
yse photos or text as they are being uploaded, and provide userswithmore concrete feedback
such as ‘the post can be perceived as negative’ or ‘the photo is very explicit’. While immediate
feedback presents evident benefits compared to mirrors, since actions can be modified be-
fore information is sent to the provider, it also has drawbacks. Experiments with users have
shown that immediate feedback results in an uncomfortable feeling for users as they feel
monitored, and users sometimes perceive the advice as paternalistic and out of place [565].

5.3.2 Audit-based transparency
Asmentioned before, even with privacy policies and access control in place, there is no guar-
antee that user preferences will be respected. Additional measures can be put in place to
enable users to verify that no abuse has taken place. To realise these audits, the system is re-
quired to log all data access and processing operations. This logging may reveal when users
log into the system, and when and how their data are transmitted to others. Thus, depending
on the amount and granularity of the information, logging may introduce additional privacy
risks.

Therefore, logging policies must be carefully crafted. One approach to do this is to derive the
auditing specifications from the policies using formal methods [567]. This guarantees that
the generated logs, while being minimal, still contain enough information to audit whether
the policies are being respected. The solutions, however, are limited in their expressiveness
and cannot handle privacy policies in modern systems where the amount of data collected
and the number of entities involved make a formal analysis extremely cumbersome.

The use of formal methods assumes that data sharing is managed by a centralised authority
that must be trusted. This is problematic because the centralised authority becomes a single
point of failure. Recent advances in cryptography and distributed ledgers permit the design of
solutions that provide the means to create highly secure logs, while ensuring that no private
information is shared with unauthorised parties. When logging is made in such a distributed
manner, no individual party can modify the log on its own, reducing the need for trust and
eliminating any single point of failure. For instance, systems like UnLynx [568] permit entities
to share sensitive data, and perform computations on them, without entrusting any entity
with protecting the data. All actions are logged in a distributed ledger for auditing, and the
correctness of the operations is ensured by using verifiable cryptographic primitives and zero-
knowledge proofs. Therefore, it is not necessary to publish or log the sensitive data or the
operations done on them.
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5.4 PRIVACY TECHNOLOGIES AND DEMOCRATIC VALUES
[569][570][571]

Privacy technologies are of paramount importance to ensure that our fundamental right to
privacy is respected in the digital world. Privacy protection is crucial for underpinning the
values that support our democratic societies. Citing Daniel Solove: ‘Part of what makes a
society a good place in which to live is the extent to which it allows people freedom from
the intrusiveness of others. A society without privacy protection would be suffocation’ [571].
While such a society seemed science fiction not so long ago, episodes such as the Facebook
Cambridge Analytica case highlight the importance of securing data from being accessed by
unintended parties (e.g., using Confidentiality or control techniques) to protect citizens from
interference and manipulation.

In this section, we provide two examples that highlight the importance of privacy technolo-
gies in supporting democracy. On one hand, we consider electronic voting systems that en-
able fair elections to take place using electronic infrastructure in adversarial conditions. On
the other hand, we give an overview of censorship resistance technologies. These systems
ensure that in a digital world, where communication infrastructure is dominated by a small
number of companies and state actors can observe all communications, individuals have the
means to communicate freely.

5.4.1 Privacy technologies as support for democratic political systems
The growing use of electronic applications to interact with governmental bodies brings great
advantages to society. Providing citizens with easy means to express their opinions, com-
ment on government initiatives, or vote in elections, increases their involvement in public de-
cision processes. This in turn improves the power balance between those who can execute
decisions and those who are affected by the outcome of the decision process.

For these improvements to be effective, citizensmust be able to freely express their opinions
and must be sure that their inputs cannot be modified or lost during the process. The use of
common infrastructures (e.g., cloud services or unprotected communication networks) to
implement these democracy-oriented applications, however, raises concerns about surveil-
lance and manipulation. Therefore, it is important that these applications are supported by
strong privacy technologies that can protect users’ identities, as well as their sensitive data
and inputs to the system. We describe two example applications, electronic voting and elec-
tronic petitions, whereby the technologies introduced in the previous sections are combined
to enable citizens and governments to enjoy technological progress without compromising
our democratic values.

Electronic voting (eVoting). Electronic voting systems have the goal of enabling fair elections
to be conducted via electronic infrastructure in adversarial conditions. In particular, eVoting
schemes provide:

• Ballot secrecy: an adversary cannot determine which candidate a user voted for.

• Universal verifiability: an external observer can verify that all the votes cast are counted
and that the tally is correct. Some protocols provide a weaker property, individual verifi-ability, where each voter can verify that his/her vote has been correctly tallied. Benaloh
et al. provide a comprehensive overview of the aspects to assess to obtain end-to-end
verifiability [572].
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• Eligibility verifiability: an external observer can verify that all the votes cast were made
by a unique eligible voter.

In order to guarantee the first aspect, it is key to break the links between the votes putting their
ballots into the system, and the ballots that come out. In traditional pen-and-paper physical
elections, this is done by mixing the ballots all of which have exactly the same appearance
in an urn. In eVoting, Unlinkability is typically achieved using mix networks [573, 574]. the
votes are passed through a series of mixes, which must not belong to the same authority.
Otherwise, this authority could trace the votes and link the voters to their voting choices. The
results are published on a public bulletin board which anybody can read and verify that the
election was carried out in a honest manner.

Voting mix networks are designed in a slightly different way than those mentioned in Sec-
tion. 5.1.2. In the case of eVoting, themixes firewhen all votes are in, and the batching strategy
is to take all the votes. In simple terms, it ensures that all votes are mixed together, obtaining
the maximum Anonymity set. This fulfills the ballot secrecy criterion as any vote could have
been cast by any voter. Furthermore, to ensure universal verifiability, in eVoting mix networks
every node does verifiable shuffles [569]. Thismeans that themixes prove, in zero knowledge,
that they mix all the votes (all the votes at the input appear at the output) and the mixing is
random. Eligibility verifiability can be obtained by requiring voters to prove in zero-knowledge
that they are eligible to vote.

Other voting protocols provide ballot secrecy through the use of blind signatures: an autho-
rised entity verifies the eligibility of a user and blindly signs her vote (i.e., without seeing the
vote content) [575]. The user provides a zero-knowledge proof along with the vote that the
vote has been correctly constructed. Then, users submit the signed votes to the tally server
using an anonymous communication channel. This way no entity in the system can link voter
to votes.

A third strategy is based on Homomorphic encryption encryption. In these schemes, the tally
server creates a bulletin board with encrypted zero entries for every candidate [576, 577].
Then, every user adds his vote to the desired candidate, and randomises the rest of the en-
cryptions (so that encryptions of the same number never look the same). As before, zero-
knowledge proofs can be used to ensure that sums and randomisation have been performed
in the correct way.

Besides the above three properties, some voting protocols additionally aim to provide coer-cion resistance, whereby a user cannot be forced to vote for a particular candidate against her
will. One strategy to implement such a system is to provide users with fake credentials [578].
Then, when users are under coercion they follow the instructions of the coercer, but provide
their fake credentials to the system. This enables the tally server to ignore any votes pro-
duced under coercion. Related approaches prevent coercion via re-voting, i.e., the schemes
permit users to recast a vote so as to cancel their coerced choice [579]. These schemes de-
fine policies to establish how to count votes whenever a given credential has cast more than
one vote. (e.g., count the last one, or add a pointer to the cancelled vote).

Anonymous petitions.We define a petition as a formal request to a higher authority, e.g., par-
liament or another authority, signed by one or more citizens. Signing a petition publicly, how-
ever, might raise concerns or conflicts in terms of relationships between friends, colleagues,
and neighbours, discouraging citizens from participation [580]. Privacy technologies, in par-
ticular, anonymous credentials, can help in creating secure and privacy-preserving petition
systems.
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In petition systems based on anonymous credentials, citizens can register with the authority
managing the petition system to obtain an anonymous signing key associated with some
attributes relevant for the petitions. Then, at the time of signing a particular petition, they can
prove they are eligible (e.g., they are inhabitants of the municipality referred to) but do not
need to reveal their identity. Advanced credential properties such as double signing detection
enable the creation of this system while avoiding abuse from misbehaving citizens [581].

More modern approaches rely on advanced cryptographic primitives to remove the need for
a central trusted party that registers users. For instance, Sonnino et al. [582] enable threshold
issuance and verification of credentials to sign the petition, i.e., several authorities participate
in the issuance. This scheme improves Confidentiality, authenticity, and availability through
the use of distributed ledgers. This approach increases the level of privacy in the system,
while at the same time reducing the need to trust one single party.

5.4.2 Censorship resistance and freedom of speech
Censorship systems attempt to impose a particular distribution of content across a system.
Theymay prevent users frompublishing particular content that is considered controversial or
dangerous for the censorship regime; or theymay prevent users from accessing content that
may undermine the societal equilibrium that the censor wishes to impose on their society.

In this section, we show how privacy-preserving technologies can act as a cornerstone to
support freedomof speech and freedomof access to information.Wewill elaborate on some
examples for each of these goals in order to illustrate the fundamental principles that make
censorship resistance possible. We refer the interested reader to the surveys by Khattak et
al. [570] and Tschantz et al. [583] for a comprehensive revision of censorship resistance
systems.

Data publishing censorship resistance.Motivated by the ‘Church of Scientology’ court order,
which caused the closure of the Penet remailer at the end of the 1990s [584], Anderson pro-
posed the Eternity Service. This was the first system to use privacy technologies to protect
the publishing of content on the Internet [585]. Anderson’s scheme proposed to distribute
copies of files across servers in different jurisdictions, so that those servers cannot be sub-
poenaed at the same time. In this scheme, privacy technologies have fundamental roles for
resistance: Encryption not only provides privacy for users, but also prevents selective denial
of service at retrieval time; and anonymous Authentication not only protects users from the
service, it also protects the service from being coerced into revealing the identities of users,
e.g., by law enforcement, since it cannot know these users’ identities.

Anderson’s proposal inspired later designs such as Freenet, a peer-to-peer system to pub-
lish, replicate, and retrieve data while protecting the Anonymity of both the authors and read-
ers [586]. Additionally, the system provides deniability for the entities storing the information;
i.e., the servers cannot know the content of the files they store and thus, can always claim
to be unaware of what they are serving. In Freenet, files are located according to a key that
is typically the hash of the file, but can also include a file description, or be a simple string.
To retrieve a file, a user obtains or computes the keys and asks Freenet nodes to find it. If a
node does not contain the file, it asks a neighbour. When the file is found, it is sent back along
the same path that the request followed in the network. This ensures that the node holding
the data does not know the recipient. To store a file, if the key does not already exist, the
publisher sends the file along a path and every node on the path stores the file. To protect
the anonymity of the publisher, nodes that store the file also decide at random whether to
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also claim ownership. Such random claims also provide nodes with deniability as to which
of the files they are storing are actually theirs.

The design of Freenet is based on strong cryptography, which protects the content of mes-
sages. However, in the early days, the routes and timing of messages allowed attacks to
break the system’s anonymity. Tian et al. [587] show that a passive attacker deploying a num-
ber of nodes in the network that can monitor requests can re-identify the requester by recur-
sively asking other nodes if they have seen the request. Freenet also allows for the collection
of privacy-preserving statistics. However, the statistic obfuscation method is vulnerable to
inference attacks where the adversarial node combines several queries in order to learn in-
formation about other Freenet nodes’ properties (e.g., bandwidth) [588]. These issues are
now addressed by Freenet, but others remain such as the attack by Levine et al. [589], which
enables a single node to distinguish whether a neighbouring peer is the actual requester of
a file or just forwarding the requests for other peers. The attack only requires passive ob-
servation of traffic, and exploits the fact that the Freenet protocol determines the average
number of requests for a file observable by a node depending on how far this node is from
the requester. Thus, a simple Bayesian inference suffices to detect whether a neighbour is
the request initiator.

A different approach to censorship is followed in Tangler [590]. The system also provides
publisher and reader anonymity, but achieves censorship resistance in a different way. In-
stead of simply storing the file replicated in many nodes in an anonymous way, Tangler files
are split into small blocks that are stored on different servers. In order to recover a file, one
must thus contact a number of servers to retrieve enough of these blocks. In order to avoid
a server being compelled to delete a block belonging to a file, Tangler builds blocks in such a
way that blocks contain parts of many documents. To ‘tangle’ files into blocks, Tangler uses
secret sharing (See the Cryptography Knowledge Area (Chapter 10)). Tangling improves avail-
ability in two ways. First, a censor can only delete a target file by causing collateral damage
to other files that may be allowed. Second, whenever one wants to replicate a file, the files
entangled in the replicated file blocks are also replicated.

Data access censorship resistance. To enable censorship-free access to data, systemsmust
be able to conceal that users are accessing these data. This can be done in a number of
ways [570]. A first approach is mimicking, where censorship resistance is obtained by at-
tempting to make accessing to censored data look like accessing allowed data (e.g., as a
Skype call [591] or as a visit to an innocuous web page [592]). These approaches are effec-
tive, but have been shown to be vulnerable to active attacks in which the adversary probes
the suspicious connection to find out if any of the expected functions of the application being
mimicked are missing [593].

A second approach is tunnelling. In this case, the censored communication is directly tun-
nelled through an uncensored service, instead of pretending to be that service. In particular,
these systems use widely used services as tunnels, e.g., cloud services [594, 595], so that
blocking communications imposes a high cost for the censor. A third approach is to em-
bed the communication inside some content (e.g., hidden in a photo or video [596]). This
approach not only makes communications unobservable, but also deniable for all senders,
recipients and applications hosting the content.

Finally, some censorship resistance systems rely on hiding the destination of the communi-
cation to prevent censors from blocking connections. This is achieved by relaying censored
traffic through one or more intermediate nodes. These nodes can be proxies, such as bridges
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in the Tor network [531]. These bridges are Tor relays whose IPs are not public so that they
cannot be identified asmembers of a censorship resistance system. To avoid the censor iden-
tifying connections to bridges due to their appearance, these are disguised using so-called
pluggable transports [597], which transform the traffic flow following one of the approaches
referenced in this section.

Another option to hide the destination is the use of decoy routing, also known as refractionnetworking [598, 599]. In decoy routing, clients direct their censored traffic to a benign desti-
nation. This traffic includes an undetectable signal that can only be interpreted by a cooper-
ating Internet router. This router deflects the client’s traffic to the censored site and returns
the responses to the client. Obviously, the cooperating router must be outside of the censor’s
domain, but, depending on the scheme, it can be on the forward path from the client to the
uncensored destination [598, 599], or on the downstream path [600, 601].

5.5 PRIVACY ENGINEERING
[602][603]

The growing privacy concerns in society have made the concept of ‘privacy by design’ very
popular among policy makers. This concept advocates for the design and development of
systems that integrate privacy values to address users’ concerns. However, the literature
around this concept rarely addresses the actual processes behind the design, implementa-
tion, and integration of privacy protections into products and services.

In this knowledge area, we first gave an overview of the landscape of privacy technologies,
and subsequently provided a series of examples in which these technologies are combined
to support the use of electronic systems while maintaining core democratic values. In this
section, we elaborated on the design principles behind these, and other, privacy-preserving
systems. We briefly discussed how these principles can be used to generally approach the
engineering of systems that embed strong privacy protections. We refered the reader to the
work by Gürses et al. [602] for a more comprehensive explanation of these principles and
their role in the design of privacy-preserving systems. A relevant paper to help the reader
understanding these principles is the work Hoepman on privacy strategies [604]

The two primary goals when designing privacy-preserving systems are to:

• Minimise trust: limit the need to rely on other entities to behave as expected with re-
spect to sensitive data. For instance, in mix-based eVoting, trust is not only distributed
across the entities managing the mixes, but verifiable shuffles are put in place to limit
to a maximum the amount of reliance on the good behaviour of each mix. Similarly, the
cryptographic primitives used to implement privacy-preserving electronic petitions do
not require trust on the registration authority to protect the identities of the signers.

• Minimise risk: limit the likelihood and impact of a privacy breach. For instance, in Tor,
compromising one relay does not provide any sensitive information about users’ brows-
ing habits. If one compromises the entry node, one cannot learn the destinations of the
communications, only themiddle nodes of the circuits; and if one compromises the exit
node, one cannot learn the origin of the communication.

To minimise both trust and risk, privacy experts typically design systems in accordance with
the following strategies:
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• Minimise Collection: whenever possible, limit the capture and storage of data in the
system.

• Minimise Disclosure: whenever possible, constrain the flow of information to parties
other than the entity to whom the data relates. This refers both to direct flows between
senders and receivers, and to indirect flows, e.g., use of control techniques to limit the
information available when publishing or querying a dataset.

• Minimise Replication: whenever possible, limit the number of entities where data are
stored or processed in the clear.

• Minimise Centralization: whenever possible, avoid a single point of failure regarding the
privacy properties in the system.

• Minimise Linkability: whenever possible, limit the capability of the adversary to link data.

• Minimise Retention: whenever possible, limit the amount of time information is stored.

Implementing these strategies at first may seem incompatible with maintaining the Integrity
of the system. For instance, if no information is disclosed or collected, how can one make
sure that no entity is abusing the system? If there is no central authority, how can one make
sure that Authentication and authorisation work as expected? This is where privacy technolo-
gies come into play. They enable the design of systems where as little information as possi-
ble is revealed to parties other than the ones to which the information relates, and in which
there is a minimum need to trust providers or other users in order to preserve the privacy of
sensitive information while still pertaining Integrity and allowing information exchange.

In order to decide which privacy technology is most adequate to build a system, a first step
is to identify the data flows that should be minimised; i.e., those that move data to entities
to whom the data do not relate. The second step is to identify the minimal set of data that
needs to be transferred to those entities. To identify the minimum required information that
needs to be transferred, the designer should attempt to keep as much data as possible out
of reach of those entities without harming the functionality of the system. Strategies to min-
imise unnecessary information flow (based mainly on the technologies introduced through-
out Section. 5.1) are:

• Keep the data local: perform any computation on sensitive data on the user side, and
only transmit the result of the operation. Additional information, such as zero-knowledge
proofs or commitments, may be needed to guarantee the correctness of the operations.

• Encrypt the data: encrypt the data locally and send only the encrypted version to other
entities. If any operations on the data are needed, see the next point.

• Use privacy-preserving cryptographic protocols: process data locally to obtain inputs to
a protocol in which, by interacting with the untrusted entities using one of the protocols
introduced in the previous sections, the user can obtain or prove information while lim-
iting the information made available to those entities. For instance, using anonymous
credentials for Authentication without revealing the identity or even the value of an at-
tribute, or using private information retrieval to perform a search on a database without
revealing the query to the database holder.

• Obfuscate the data: use techniques to control inference to process the data locally and
only send the perturbed version to the untrusted entity.
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• Anonymise the data: process the data locally to remove identifiable information and
send it to the untrusted party via an anonymous channel.

By seeking minimisation of trust and using the above techniques, system designers are
bound to collect, process and retain fewer data than with other strategies based on com-
pliance with regulation. We recognise that many systems and applications cannot be built
without collecting some user-related data. For these cases, designersmust take into account
the privacy technologies outlined in Section. 5.2 and Section. 5.3. These techniques, while
requiring trust, help minimise the risk of a breach and, if the breach happens, minimise the
impact that the disclosure of data may have for the users.

Privacy evaluation. Once privacy technologies or end-to-end systems have been designed, it
is important to conduct a privacy evaluation. This evaluation has the goal of quantifying the
level of privacy that the technology, and respectively the system, can provide.

For privacy technologies based on cryptographic primitives, the privacy evaluation is typically
covers the cryptographic proofs that ensure that only the intended information is leaked by
the operations. On the contrary, for privacy techniques based on obfuscation, it is necessary
to carry out an analysis to validate that the combination of techniques provides the desired
level of privacy.

A systematic privacy evaluation typically consists of the following steps. First, one needs to
model the privacy-preserving mechanism as a probabilistic transformation. This establishes
the probability that, given an input, the privacy mechanism returns a given output. Second,
one needs to establish the threat model, i.e., what the adversary can see and what is her
prior knowledge. Third, assuming that the adversary knows themechanism, consider how he
would annul the effect of the privacymechanism. This usually entails either doing an analysis
of the probability distributions, or using inference techniques such as machine learning to
compute what the adversary can learn.

At the end of the process, one usually has a distribution describing the probability that the
adversary infers each of the possible inputs. This probability distribution is then used as input
to a privacymetric that captures the inference capability of the adversary. We refer the reader
to the survey by Wagner and Eckhoff for a comprehensive description of privacy metrics in
the literature [603].

5.6 CONCLUSIONS
Protecting privacy, as we have described in this knowledge area, is not limited to guaran-
teeing the Confidentiality of information. It also requires means to help users understand
the extent to which their information is available online, and mechanisms to enable users to
exercise control over this information. We have described techniques to realise these three
privacy conceptions, emphasising the adversarial model in which they operate, as well as pro-
viding guidelines to combine these techniques in order to build end-to-end privacy-preserving
systems.

Preserving privacy and online rights is not only important for individuals, it is essential to
support democratic societies. The deployment of privacy technologies is key to allow users
free access to content, and freedom of speech. Of equal importance is to avoid that any
entity gaining a disproportionate amount of information about individuals or groups, in order
to prevent manipulation and abuse that could damage democratic values.
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CROSS-REFERENCE OF TOPICS VS REFERENCE MATERIAL

Topic Cite

5.1 Privacy as Confidentiality
5.1.1 Data Confidentiality [448, 449, 450, 451, 452]
5.1.2 Metadata Confidentiality [447, 453, 454]
5.2 Privacy as Control
5.2.1 Support for privacy settings configuration [552]
5.2.2 Support for privacy policy negotiation [553]
5.2.3 Support for privacy policy interpretability [554]
5.3 Privacy as Transparency
5.3.1 Feedback-based transparency [563, 564, 565]
5.3.2 Audit-based transparency [567]
5.4 Privacy Technologies and Democratic Values
5.4.1 Privacy technologies as support for democratic political systems [569, 571]
5.4.2 Censorship resistance and freedom of speech [570]
5.5 Privacy Engineering [602, 603]
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INTRODUCTION
Malware is short for ’malicious software’, that is, any program that performsmalicious activi-
ties. We use the terms malware and malicious code interchangeably. Malware comes with a
wide range of shapes and forms, and with different classifications accordingly, e.g., viruses,
Trojans, worms, spyware, botnet malware, ransomware, etc.

Malware carries out many of the cyberattacks on the Internet, including nation-state cyber-
war, cybercrime, fraud and scams. For example, Trojans can introduce a backdoor access
to a government network to allow nation-state attackers to steal classified information. Ran-
somware can encrypt data on a user’s computer and thus making it unaccessible to the user,
and only decrypt the data after the user pays a sum of money. Botnet malware is responsible
for many of the Distributed Denial-of-Service (DDoS) attacks as well as spam and phishing
activities. We need to study the techniques behind malware development and deployment in
order to better understand cyberattacks and develop the appropriate countermeasures.

As the political and financial stakes become higher, the sophistication and robustness of
both the cyber defence mechanisms and the malware technologies and operation models
have also increased. For example, attackers now use various obfuscation techniques such
as packing and polymorphism as well as metamorphism to evade malware detection sys-
tems [605], and they set up adaptive network infrastructures on the Internet to support mal-
ware updates, command-and-control, and other logistics such as transits of stolen data. In
short, it is becoming more important but also more challenging to study malware.

The rest of this chapter is organised as follows. We will provide a taxonomy of malware and
discuss their typical malicious activities as well as their eco-system and support infrastruc-
tures. We will then describe the tools and techniques to analyse malware behaviours, and
network- and host- based detection methods to identify malware activities, as well as pro-
cesses and techniques including forensic analysis and attribution to respond to malware
attacks.

CONTENT

6.1 A TAXONOMY OF MALWARE
[606, c6]

There are many types of malware [606]. It is instructive to create a taxonomy to systemati-
cally categorise the wide spectrum of malware types. This taxonomy describes the common
characteristics of each type of malware and thus can guide the development of countermea-
sures applicable to an entire category of malware (rather than a specific malware). Since
there many facets of malware technologies and attack operations, based on which malware
can be categorised and named, our taxonomy can include many dimensions. We discuss a
few important ones below. It should be borne in mind that other, more specialised, attributes
could also be used such as target processor architecture or operating system.

The first dimension of our taxonomy is whether malware is a standalone (or, independent)
program or just a sequence of instructions to be embedded in another program. Standalone
malware is a complete program that can run on its own once it is installed on a compromised
machine and executed. For example, worms and botnet malware belong to this type. The
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second type requires a host program to run, that is, it must infect a program on a computer
by inserting its instructions into the program so that when the program is run, the malware
instructions are also executed. For example, documentmacro viruses andmalicious browser
plug-ins belong to this type. In general, it is easier to detect standalonemalware because it is
a program or a running process in its own right and its presence can be detected by operating
system or security tools.

The second dimension is whether malware is persistent or transient. Most malware is in-
stalled in persistent storage (typically, a file system) as either standalone malware or an
infection of another program that already resides in persistent storage. Other malware is
memory-resident such that if the computer is rebooted or the infected running program ter-
minates, it no longer exists anywhere on the system. Memory-resident malware can evade
detection by many anti-virus systems that rely on file scanning. Such transient malware also
has the advantage of being easy to clean up (or, cover-up) its attack operations. The tradi-
tional way for malware to become memory-resident is to remove the malware program (that
was downloaded and installed previously) from the file system as soon as it gets executed.
Newer approaches exploit system administrative and security tools such as PowerShell to
inject malware directly into memory [607]. For example, according to one report [608], after
an initial exploit that led to the unauthorised execution of PowerShell, meterpreter code was
downloaded and injected into memory using PowerShell commands and it harvested pass-
words on the infected computer.

The third dimension generally applies to only persistent malware and categorises malware
based on the layer of the system stack the malware is installed and run on. These layers,
in the ascending order, include firmware, boot-sector, operating system kernel, drivers and
Application Programing Interfaces (APIs), and user applications. Typically, malware in the
lower layers is harder to detect and remove, and wreaks greater havoc because it has more
control of the compromised computer. On the other hand, it is also harder to write malware
that can be installed at a lower layer because there are greater constraints, e.g., amore limited
programming environment in terms of both the types and amount of code allowed.

The fourth dimension is whether malware is run and spread automatically vs. activated by a
user action. When an auto-spreadingmalware runs, it looks for other vulnerable machines on
the Internet, compromises thesemachines and installs itself on them; the copies of malware
on these newly infected machines immediately do the same – run and spread. Obviously,
auto-spreading malware can spread on the Internet very quickly, often being able to expo-
nentially increase the number of compromised computers. On the other hand, user-activated
malware is run on a computer only because a user accidentally downloads and executes it,
e.g., by clicking on an attachment or URL in a received email. More importantly, when this
malware runs, although it can ‘spread’, e.g., by sending email with itself as the attachment
to contacts in the user’s address book, this spreading is not successful unless a user who
receives this email activates the malware.

The fifth dimension is whether malware is static or one-time vs. dynamically updated. Most
modern malware is supported by an infrastructure such that a compromised computer can
receive a software update from a malware server, that is, a new version of the malware is in-
stalled on the compromised computer. From an attacker’s point-of-view, there are many ben-
efits of updating malware. For example, updated malware can evade detection techniques
that are based on the characteristics of older malware instances.

The sixth dimension is whether malware acts alone or is part of a coordinated network (i.e., a
botnet). While botnets are responsible for many cyberattacks such as DDoS, spam, phishing,
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etc., isolated malware has become increasingly common in the forms of targeted attack.
That is, malware can be specifically designed to infect a target organisation and perform
malicious activities according to those assets of the organisation valuable to the attacker.

Mostmodernmalware uses some form of obfuscation in order to avoid detection (and hence
we do not explicitly include obfuscation in this taxonomy). There is a range of obfuscation
techniques and there are tools freely available on the Internet for a malware author to use.
For example, polymorphism can be used to defeat detection methods that are based on ‘sig-
natures’ or patterns of malware code. That is, the identifiable malware features are changed
to be unique to each instance of the malware. Therefore, malware instances look different
from each other, but they all maintain the same malware functionality. Some common poly-
morphic malware techniques include packing, which involves compressing and encrypting
part of the malware, and rewriting identifiable malicious instructions into other equivalent
instructions.
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viruses host-program persistent firmware and up Y Y N
malicious
browser extensions host-program persistent application N Y Y

botnet malware both persistent kernel and up Y Y Y
memory-resident
malware standalone transient kernel and up Y Y Y

Table 6.1: Use of the Taxonomy to Classify Representative Malware

As an illustration, we can apply this taxonomy to several types (or names) ofmalware. See Ta-
ble 6.1. In particular, a virus needs a host-program to run because it infects the host-program
by inserting a malicious code sequence into the program. When the host-program runs, the
malicious code executes and, in addition to performing the intended malicious activities, it
can look for other programs to infect. A virus is typically persistent and can reside in all lay-
ers of the system stack except hardware. It can spread on its own because it can inject itself
into programs automatically. A virus can also be dynamically updated provided that it can
connect to a malware update server. A polymorphic malware virus can mutate itself so that
new copies look different, although the algorithm of this mutation is embedded into its own
code. A virus is typically not part of a coordinated network because while the infection can
affect many computers, the virus code typically does not perform coordinated activities.

Other malware that requires a host-program includes malicious browser plug-ins and exten-
sions, scripts (e.g., JavaScript on a web page), and document macros (e.g., macro viruses
and PDFmalware). These types of malware can be updated dynamically, form a coordinated
network, and can be obfuscated.

Botnet malware refers to any malware that is part of a coordinated network with a botnet
infrastructure that provides command-and-control. A botnet infrastructure typically also pro-
vides malware update, and other logistic support. Botnet malware is persistent and typically
obfuscated, and usually resides in the kernel, driver, or application layers. Some botnet mal-
ware requires a host-program, e.g., malicious browser plug-ins and extensions, and needs
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user activation to spread (e.g., malicious JavaScript). Other botnet malware is standalone,
and can spread automatically by exploiting vulnerable computers or users on the Internet.
These include trojans, key-loggers, ransomware, click bots, spam bots, mobile malware, etc.

6.1.1 Potentially Unwanted Programs (PUPs)
A potentially unwanted program (PUP) is typically a piece of code that is part of a useful
program downloaded by a user. For example, when a user downloads the free version of a
mobile game app, it may include adware, a form of PUP that displays ad banners on the game
window. Often, the adware also collects user data (such as geo-location, time spent on the
game, friends, etc.) without the user’s knowledge and consent, in order to servemore targeted
ads to the user to improve the effectiveness of the advertising. In this case, the adware is also
considered spyware, which is defined as unwanted program that steals information about a
computer and its users. PUPs are in a grey area because, while the download agreement
often contains information on these questionable behaviours, most users tend not to read
the finer details and thus fail to understand exactly what they are downloading.

From the point of view of cybersecurity, it is prudent to classify PUPs towards malware, and
this is the approach taken by many security products. The simple reason is that a PUP has
all the potential to become full-fledged malware; once it is installed, the user is at the mercy
of the PUP operator. For example, a spyware that is part of a spellchecker browser extension
can gather information on which websites the user tends to visit. But it can also harvest user
account information including logins and passwords. In this case, the spyware has become
a malware from just a PUP.

6.2 MALICIOUS ACTIVITIES BY MALWARE
[606, c6][605, c11-12]

Malware essentially codifies the malicious activities intended by an attacker. Cyberattacks
can be analysed using the Cyber Kill Chain Model [609], which, as shown in Table 6.2, repre-
sents (iterations of) steps typically involved in a cyberattack. The first step is Reconnaissance
where an attacker identifies or attracts the potential targets. This can be accomplished, for
example, by scanning the Internet for vulnerable computers (i.e., computers that run network
services, such as sendmail, that have known vulnerabilities), or sending phishing emails to
a group of users. The next phase is to gain access to the targets, for example, by sending
crafted input to trigger a vulnerability such as a buffer overflow in the vulnerable network ser-
vice program or embedding malware in a web page that will compromise a user’s browser
and gain control of his computer. This corresponds to the Weaponization and Delivery (of
exploits) steps in the Cyber Kill Chain Model. Once the target is compromised, typically an-
other piece of malware is downloaded and installed; this corresponds to the Installation (of
malware) step in the Cyber Kill Chain Model. This latter malware is the real workhorse for the
attacker and can carry out a wide range of activities, which amount to attacks on:

• confidentiality – it can steal valuable data, e.g., user’s authentication information, and
financial and health data;

• integrity – it can inject falsified information (e.g., send spam and phish emails, create
fraudulent clicks, etc.) or modify data;

• availability – it can send traffic as part of a distributed denial-of-service (DDoS) attack,
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use up a large amount of compute-resources (e.g., tomine cryptocurrencies), or encrypt
valuable data and demand a ransom payment.

Step Activities

1 Reconnaissance Harvesting email addresses,
identifying vulnerable computers and accounts, etc.

2 Weaponization Designing exploits into a deliverable payload.
3 Delivery Delivering the exploit payload to a victim via email,

Web download, etc.
4 Exploitation Exploiting a vulnerability and

executing malicious code on the victim’s system.
5 Installation Installing (additional) malware on the victim’s system.
6 Command & Control Establishing a command and control channel for attackers

to remotely commandeer the victim’s system.
7 Actions on Objectives Carrying out malicious activities on the victim’s system and network.

Table 6.2: The Cyber Kill Chain Model

Most modern malware performs a combination of these attack actions because there are
toolkits (e.g., a key-logger) freely available for carrying out many ‘standard’ activities (e.g.,
recording user passwords) [605], and malware can be dynamically updated to include or ac-
tivate new activities and take part in a longer or larger ‘campaign’ rather than just performing
isolated, one-off actions. These are the Actions on Objectives in the Cyber Kill Chain Model.

Botnets exemplify long-running and coordinated malware. A botnet is a network of bots (or,
compromised computers) under the control of an attacker. Botnet malware runs on each bot
and communicates with the botnet command-and-control (C&C) server regularly to receive
instructions on specific malicious activities or updates to the malware. For example, every
day the C&C server of a spamming botnet sends each bot a spam template and a list of email
addresses so that collectively the botnet sends a very large number of spammessages. If the
botnet is disrupted because of detection and response actions, e.g., the current C&C server is
taken down, the botnet malware is already programmed to contact an alternative server and
can receive updates to change to a botnet that uses peer-to-peer for C&C. In general, botnets
are quite noisy, i.e., relatively easy to detect, because there are many bots in many networks.
Botnet C&C is an example of the Command & Control step in the Cyber Kill Chain Model.

In contrast to botnets, malware behind the so-called advanced persistent threats (APTs) typ-
ically targets a specific organisation rather than aiming to launch large-scale attacks. For
example, it may look for a particular type of controller in the organisation to infect and cause
it to send the wrong control signals that lead to eventual failures in machineries. APT mal-
ware is typically designed to be long-lived (hence the term ‘persistent’). This means it not
only receives regular updates. but also evades detection by limiting its activity volume and
intensity (i.e., ‘low and slow’), moving around the organisation (i.e., ‘lateral movements’) and
covering its tracks. For example, rather than sending the stolen data out to a ‘drop site’ all at
once, it can send a small piece at a time and only when the server is already sending legiti-
mate traffic; after it has finished stealing from a server it moves to another (e.g., by exploiting
the trust relations between the two) and removes logs and even patches the vulnerabilities
in the first server.

When we use the Cyber Kill Chain Model to analyze a cyberattack, we need to examine its ac-
tivities in each step. This requires knowledge of the attack techniques involved. The ATT&CK
Knowledge Base [610] documents the up-to-date attack tactics and techniques based on
real-world observations, and is a valuable reference for analysts.
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6.2.1 The Underground Eco-System
The early-day malware activities were largely nuisance attacks (such as defacing or putting
graffiti on an organisation’sweb page). Present-daymalware attacks are becoming full-blown
cyberwars (e.g., attacks on critical infrastructures) and sophisticated crimes (e.g., ransomware,
fake-AntiVirus tools, etc.). An underground eco-system has also emerged to support the full
malware lifecycle that includes development, deployment, operations and monetisation. In
this eco-system, there are actors specialising in key parts of the malware lifecycle, and by
providing their services to others they also get a share of the (financial) gains and rewards.
Such specialisation improves the quality of malware. For example, an attacker can hire the
best exploit researcher to write the part of the malware responsible for remotely compromis-
ing a vulnerable computer. Specialisation can also provide plausible deniability or at the least
limit liability. For example, a spammer only ‘rents’ a botnet to send spam and is not guilty of
compromising computers and turning them into bots; likewise, the exploit ‘researcher’ is just
experimenting and not responsible for creating the botnet as long as he did not release the
malware himself. That is, while they are all liable for the damage by malware, they each bear
only a portion of the full responsibility.

6.3 MALWARE ANALYSIS
[605, c1-10] [611, 612, 613, 614, 615, 616, 617, 618, 619, 620, 621, 622]

There are many benefits in analysing malware. First, we can understand the intended mali-
cious activities to be carried out by themalware. This will allow us to update our network and
endpoint sensors to detect and block such activities, and identify which machines have the
malware and take corrective actions such as removing it or even completely wiping the com-
puter clean and reinstalling everything. Second, by analysing the malware structure (e.g., the
libraries and toolkits that it includes) and coding styles, we may be able to gain information
that is potentially useful to attribution, which means being able to identify the likely author
and operator. Third, by comparing it with historical as well as geo-location data, we can better
understand and predict the scope and trend of malware attacks, e.g., what kinds of activities
(e.g., mining cryptocurrencies) are on the rise and if a cybercrime is moving from one region
to another. In short, malware analysis is the basis for detecting and responding to cyberat-
tacks.

Malware analysis typically involves running a malware instance in an analysis environment.
There are ways to ‘capture’ malware instances on the infection sites. A network sensor can
examine traffic (e.g., web traffic, email attachment) to identify possible malware (e.g., pay-
load that contains binary or program-like data from a website with a low reputation) and run
it in a sandbox to confirm. If a network sensor is able to detect outgoing malicious traffic
from an internal host, a host-based sensor can further identify the program, i.e., the malware,
responsible for such traffic. There are also malware collection and sharing efforts where
trusted organisations can upload malware samples found in their networks and also receive
samples contributed by other organisations. Academic researchers can typically just obtain
malware samples without needing to contribute. When acquiring and sharing malware sam-
ples, we must consider our legal and ethical responsibilities carefully [623]. For example, we
must protect the identities of the infection sites from which the malware samples were cap-
tured, and wemust not share themalware samples with any organisation that is an unknown
entity or that does not have the commitment or technical capabilities to analyse malware
safely.
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Themalware analysis pipeline typically includes the following steps: 1) identifying the format
of a malware sample (e.g., binary or source code, Windows or Linux, etc.), 2) static analysis
using disassembly (if the malware is in binary format), program analysis, statistical analysis
of the file contents, etc., and 3) dynamic analysis using an analysis environment. Steps 2 and
3 can be combined and iterated.

6.3.1 Analysis Techniques
Malware analysis is the process of learning malware behaviours. Due to the large volume
and increasing complexity of malware, we need to be able to rapidly analyse samples in a
complete, reliable and scalable way. To achieve this, we need to employ techniques such as
static analysis, dynamic analysis, symbolic execution and concolic execution [605]. These
program analysis techniques have been developed to support the software development cy-
cle, and they often need to be customized or extended for malware analysis because mali-
cious programs typically include code constructed specifically to resist analysis. That is, the
main challenge in malware analysis is to detect and bypass anti-analysis mechanisms.

6.3.1.1 Static Analysis

Static analysis involves examining the code (source, intermediate, or binary) to assess the
behaviours of a programwithout actually executing it [605]. Awide range ofmalware analysis
techniques fall into the category of static analysis. One limitation is that the analysis output
may not be consistent with the actual malware behaviours (at runtime). This is because in
many cases it is not possible to precisely determine a program’s behaviours statically (i.e.,
without the actual run-time input data). A more serious problem is that malware authors are
well aware of the limitations of static analysis and they leverage code obfuscation and pack-
ing to thwart static-analysis altogether. For example, the packed code cannot be statically
analysed because it is encrypted and compressed data until unpacked into executable code
at run-time.

6.3.1.2 Dynamic analysis

Dynamic analysis monitors the behaviours of malware execution in order to identify mali-
cious behaviours [605]. Static analysis can provide more comprehensive coverage of pro-
gram behaviours but may include unfeasible ones. Dynamic analysis identifies the precise
program behaviours per the test input cases but misses behaviours that are not triggered by
the input. Additionally, dynamical analysis can defeat code obfuscation techniques designed
to evade static analysis. For example, when malware at run-time unpacks and executes its
packed code, dynamic analysis is able to identify the (run-time) malicious behaviours in the
originally packed code. When performing dynamic analysis, the main questions to consider
are: what types of malicious behaviours need to be identified and correspondingly, what run-
time features need to be collected and when to collect (or sample), and how to isolate the
effects on the malware from those of benign system components. Typically, the run-time
features to be collected need to be from a layer lower than the malware itself in the system
stack so that the malware cannot change the collected information. For example, instruction
traces certainly cover all the details of malicious behaviours but the data volume is too large
for efficient analysis [624]. On the other hand, system call (or API call) traces are coarser but
summarise how malware interacts with the run-time system, including file I/O and network-
ing activities [625]. Another advantage of dynamic analysis is that it is independent of the
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malware format, e.g., binary, script, macro, or exploit, because all malware is executed and
analysed in a similar fashion.

6.3.1.3 Fuzzing

Fuzzing is a method for discovering vulnerabilities, bugs and crashes in software by feed-
ing randomised inputs to programs. Fuzzing tools [626] can also be used to trigger malware
behaviours. Fuzzing can explore the input space, but it is limited due to code-coverage is-
sues [611], especially for inputs that drive the program down complex branch conditions. In
contrast, concolic execution (see 6.3.1.5 Concolic Execution) is good at finding complex in-
puts by formulating constraints, but is also expensive and slow. To take advantage of both
approaches, a hybrid approach [627] called hybrid fuzzing can be used.

6.3.1.4 Symbolic Execution

Symbolic execution [611, 614, 628, 629, 630] has been used for vulnerability analysis of le-
gitimate programs as well as malware analysis [612]. It treats variables and equations as
symbols and formulas that can potentially express all possible program paths. A limitation
of concrete execution (i.e., testing on particular inputs), including fuzzing, for malware anal-
ysis is that the program has to be executed end-to-end, one run at a time. Unlike concrete
execution, symbolic execution can explore multiple branches simultaneously. To explore un-
seen code sections and unfold behaviours, symbolic execution generalises the input space
to represent all possible inputs that could lead to points of interest.

6.3.1.5 Concolic Execution

While symbolic execution can traverse all paths in theory, it hasmajor limitations [628], e.g., it
may not converge quickly (if at all) when dealingwith large symbol space and complex formu-
las and predicates. Concolic execution, which combines CONCrete and symbOLIC execution,
can reduce the symbolic space but keep the general input space.

Offline Concolic Execution is a technique that uses concrete traces to drive symbolic execu-
tion; it is also known as a Trace Based Executor [613]. The execution trace obtained by con-
crete execution is used to generate the path formulas and constraints. The path formulas for
the corresponding branch is negated and Satisfiability Modulo Theories (SMT) solvers are
used to find a valid input that can satisfy the not-taken branches. Generated inputs are fed
into the program and re-run from the beginning. This technique iteratively explores the feasi-
ble not-taken branches encountered during executions. It requires the repetitive execution of
all the instructions from the beginning and knowledge of the input format.

Online Concolic Execution is a technique that generates constraints along with the concrete
execution [614].Whenever the concrete execution hits a branch, if both directions are feasible,
execution is forked to work on both branches. Unlike the offline executor, this approach can
explore multiple paths.

Hybrid Execution: This approach switches automatically between online and offline modes
to avoid the drawbacks of non-hybrid approaches [615].

Concolic Execution can use whole-system emulators [614, 631] or dynamic binary instrumen-
tation tools [615, 629]. Another approach is to interpret Intermediate Representation (IR) to
imitate the effects of execution [612, 616]. This technique allows context-free concolic exe-
cution, which analyses any part of the binary at function and basic block levels.
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Path Exploration is a systematical approach to examine program paths. Path explosion is
also inevitable in concolic execution due to the nature of symbolic space. There are a va-
riety of algorithms used to prioritise the directions of concolic execution, e.g., Depth-First
Search (DFS) or distance computation [632]. Another approach is to prioritise the directions
favouring newly explored code blocks or symbolic memory dependence [615]. Other popular
techniques include path pruning, state merging [614, 633, 634], under-constrained symbolic
execution [616] and fuzzing support [611, 613].

6.3.2 Analysis Environments
Malware analysis typically requires a dedicated environment to run the dynamic analysis
tools [605]. The design choice of the environment determines the analysis methods that can
be utilised and, therefore, the results and limitations of analysis. Creating an environment
requires balancing the cost it takes to analyse a malware sample against the richness of
the resulting report. In this context, cost is commonly measured in terms of time and man-
ual human effort. For example, having an expert human analyst study a sample manually
can produce a very in-depth and thorough report, but at great cost. Safety is a critical de-
sign consideration because of the concern that malware being executed and analysed in the
environment can break out of its containment and cause damage to the analysis system
and its connected network including the Internet (see 6.3.2.1 Safety and Live-Environment
Requirements). An example is running a sample of a botnet malware that performs a DDoS
attack, and thus if the analysis environment is not safe, it will contribute to that attack.

Machine Emulator Type 2 Hypervisor Type 1 Hypervisor Bare-metal machine
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Fine-grained
introspection,
Powerful control over
the system state
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overhead for hardware
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Low transparency,
Unreliability support of
architecture semantics

Low transparency,
Artifacts from
para-virtualisation

Less control over the
system state

Lack of fine-grained
introspection,
Scalability and cost
issues, Slower to
restore to clean state

Ex
am

pl
es Unicorn [635],

QEMU [636],
Bochs [637]

VirtualBox [638],
KVM [639],
VMware [640]

VMwareESX [641],
Hyper-V [642],
Xen [643]

NVMTrace [644],
BareCloud [620]

Table 6.3: Comparison of Malware Analysis Environments

Table 6.3 highlights the advantages and disadvantages of common environments used for
run-time (i.e., dynamic) analysis of malware. We can see that some architectures are eas-
ier to set up and give finer control over the malware’s execution, but come at the cost of
transparency (that is, they are easier for the malware to detect) compared to the others. For
example, bare-metal systems are very hard for malware to detect, but because they have no
instrumentation, the data that can be extracted are typically limited to network and disk I/O.

KA Malware & Attack Technologies | October 2019 Page 210

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

By contrast, emulators like QEMU can record every executed instruction and freely inspect
memory. However, QEMU also has errors that do not exist in real hardware, which can be
exploited to detect its presence [645]. A very large percentage of modern malware detect
emulated and virtualised environments and if they do, then they do not perform their mali-
cious actions in order to avoid analysis.

6.3.2.1 Safety and Live-Environment Requirements

Clearly, safety is very important when designing a malware analysis environment because
we cannot allow malware to cause unintended damage to the Internet (e.g., via mounting a
denial-of-service attack from inside the analysis environment) and the analysis system and
its connected network. Unfortunately, although pure static techniques, i.e., code analysiswith-
out programexecution, are the safest, they also have severe limitations. In particular,malware
authors know their code may be captured and analysed, and they employ code obfuscation
techniques so that code analysis alone (i.e., without actually running the malware) will yield
as little information as possible.

Malware typically requires communication with one or more C&C servers on the Internet,
e.g., to receive commands and decrypt and execute its ‘payload’ (or the code that performs
the intended malicious activities). This is just one example that highlights how the design
of a live-environment is important for the malware to be alive and thus exhibit its intended
functionality. Other examples of live-environment requirements include specific run-time li-
braries [646], real user activities on the infected machine [647], and network connectivity to
malware update servers [648].

6.3.2.2 Virtualised Network Environments

Given the safety and live-environment requirements, most malware analysis environments
are constructed using virtualisation technologies. Virtualisation enables operating systems
to automatically and efficientlymanage entire networks of nodes (e.g., hosts, switches), even
within a single physical machine. In addition, containment policies can be applied on top of
the virtual environments to balance the live-environment and safety requirements to 1) allow
malware to interact with the Internet to provide the necessary realism, and 2) contain any
malicious activities that would cause undesired harm or side-effects.

Example architectures [617] include: 1) the GQ system, which is designed based on multiple
containment servers and a central gateway that connects themwith the Internet allowing for
filtering or redirection of the network traffic on a per-flow basis, and 2) the Potemkin system,
which is a prototype honeyfarm that uses aggressive memory sharing and dynamically binds
physical resources to external requests. Such architectures are used to not only monitor, but
also replay network-level behaviours. Towards this end, we first need to reverse-engineer the
C&C protocol used by malware. There are several approaches based on network level data
(e.g., Roleplay [649], which uses bytestream alignment algorithms), or dynamic analysis of
malware execution (e.g., Polyglot and Dispatcher [650]), or a combination of the two.
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6.3.3 Anti-Analysis and Evasion Techniques
Malware authors are well aware that security analysts use program analysis to identify mal-
ware behaviours. As a result, malware authors employ several techniques to make malware
hard to analyse [605].

6.3.3.1 Evading the Analysis Methods

The source code of malware is often not available and, therefore, the first step of static analy-
sis is to disassemblemalware binary into assembly code.Malware authors can apply a range
of anti-disassembly techniques (e.g., reusing a byte) to cause disassembly analysis tools to
produce an incorrect code listing [605].

The most general and commonly used code obfuscation technique is packing, that is, com-
pressing and encrypting part of themalware. Some trivially packed binaries can be unpacked
with simple tools and analysed statically [651], but for most modern malware the packed
code is unpacked only when it is needed during malware execution. Therefore, an unpacking
tool needs to analyse malware execution and consider the trade-offs of robustness, perfor-
mance, and transparency. For example, unpackers based on virtual machine introspection
(VMI) [618] are more transparent and robust but also slower. By contrast, unpackers built on
dynamic binary instrumentation (DBI) [622] are faster, but also easier to detect because the
DBI code runs at the same privilege level as the malware.

Many techniques aim at obfuscating the intended control-flows of a malware, e.g., by adding
more basic blocks and edges to its control-flow graph [605, 652, 653]. A countermeasure is to
analyze malware samples by their dynamic features (i.e., what a malware does). The reason
is that static analysis can be made impossible via advanced obfuscation using opaque con-
stants [654], which allows the attacker to hide what values will be loaded into registers during
runtime. This in turn makes it very hard for static malware analysis to extract the control-flow
graph and variables from the binary. A more effective approach is to combine static and dy-
namic analysis. For example, such an approach has been shown to be able to disassemble
the highly obfuscated binary code [655].

A less common but much more potent obfuscation technique is code emulation. Borrowing
techniques originally designed to provide software copyright protection [656], malware au-
thors convert native malware binaries into bytecode programs using a randomly generated
instruction set, paired with a native binary emulator that interprets the instruction set. That
is, with this approach, the malware ‘binary’ is the emulator, and the original malware code
becomes ‘data’ used by the emulator program. Note that, for the same original malware, the
malware author can turn it into many instances of emulated malware instances, each with
its own random bytecode instruction set and a corresponding emulator binary. It is extremely
hard to analyse emulatedmalware. Firstly, static analysis of the emulator code yields no infor-
mation about the specific malware behaviours because the emulator processes all possible
programs in the bytecode instruction set. Static analysis of themalware bytecode entails first
understanding the instruction set format (e.g., by static analysing the emulator first), and de-
veloping tools for the instruction set; but this process needs to be repeated for every instance
of emulated malware. Secondly, standard dynamic analysis is not directly useful because it
observes the run-time instructions and behaviours of an emulator and not of the malware.

A specialised dynamic analysis approach is needed to analyse emulated malware [621]. The
main idea is to execute the malware emulator and record the entire instruction traces. Ap-
plying dynamic dataflow and taint analysis techniques to these traces, we then identify data
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regions containing the bytecode, syntactic information showing how bytecodes are parsed
into opcodes and operands, and semantic information about control transfer instructions.
The output of this approach is data structures, such as a control-flow graph (CFG) of the
malware, which provides the foundation for subsequent malware analysis.

Malware often uses fingerprinting techniques to detect the presence of an analysis environ-
ment and evade dynamic analysis (e.g., it stops executing the intendedmalware code). More
generally, malware behaviours can be ‘trigger-based’ where a trigger is a run-time condition
that must be true. Examples of conditions include the correct date and time, the presence of
certain files or directories, an established connection to the Internet, the absence of a spe-
cific mutex object etc. If a condition is not true, the malware does not execute the intended
malicious logic. When using standard dynamic analysis, the test inputs are not guaranteed
to trigger some of these conditions and, as a result, the corresponding malware behaviours
may be missed. To uncover trigger-based behaviours a multi-path analysis approach [619]
explores multiple execution paths of a malware. The analyser monitors how the malware
code uses condition-like inputs to make control-flow decisions. For each decision point, the
analyser makes a snapshot of the current malware execution state and allows the malware
to execute the correct malware path for the given input value; for example, the input value
suggests that the triggering condition is not met and the malware path does not include the
intended malicious logic. The analyser then comes back to the snapshot and rewrites the
input value so that the other branch is taken; for example, now the triggering condition is
rewritten to be true, and the malware branch is the intended malicious logic.

6.3.3.2 Identifying the Analysis Environments

Malware often uses system and network artifacts that suggest that it is running in an anal-
ysis environment rather than a real, infected system [605]. These artifacts are primarily cat-
egorised into four classes: virtualisation, environment, process introspection, and user. In
virtualisation fingerprinting, evasive malware tries to detect that it is running in a virtualised
environment. For example, it can use red pill testing [657], which entails executing specific
CPU instruction sequences that cause overhead, unique timing skews, and discrepancies
when compared with executions on a bare-metal (i.e., non-virtualised) system. Regarding en-
vironment artifacts, virtual machines and emulators have unique hardware and software pa-
rameters including device models, registry values, and processes. In process introspection,
malware can check for the presence of specific programs on operating systems, including
monitoring tools provided by anti-virus companies and virtual machine vendors. Lastly, user
artifacts include specific applications such aweb browser (or lack thereof), web browsing his-
tory, recently used files, interactive user prompts, mouse and keyboard activities etc. These
are signals for whether a real human uses the environment for meaningful tasks.

An analysis environment is not transparent if it can be detected bymalware. There aremitiga-
tion techniques, some address specific types of evasion while others more broadly increase
transparency. Binary modifications can be performed by dynamically removing or rewriting
instructions to prevent detection [658], and environmental artifacts can be hidden from mal-
ware by hooking operating system functions [659]. Path-exploration approaches [619, 660]
force malware execution down multiple conditional branches to bypass evasion. Hypervisor-
based approaches [618, 661] use introspection tools with greater privilege than malware so
that they can be hidden from malware and provide the expected answers to the malware
when it checks the system and network artifacts. In order to provide the greatest level of
transparency, several approaches [620, 644] perform malware analysis on real machines to
avoid introducing artifacts.
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6.4 MALWARE DETECTION
[605, c11, c14-16, c18] [662, 663, 664, 665, 666, 667, 668, 669, 670, 671, 672]

6.4.1 Identifying the Presence of Malware
The process of locating a malicious program residing within a host involves identifying clues
that are indicative of the malware’s presence on a computer system. We call these clues
‘indicator of compromise’, and they are the ‘features’ or ‘artifacts’ of malware.

6.4.1.1 Finding Malware in a Haystack

In order to identify malware, we must first have an understanding of how malware is dis-
tributed to their victims’ hosts. Malware is commonly distributed via an Internet down-
load [673]. A vulnerable Internet-facing program running on a computer can be exploited to
download malware onto the computer. A user on the computer can be socially engineered
to open an email attachment or visit a web page, both may lead to an exploit and malware
download.

Whilst being downloaded onto a host, the malware’s contents can be seen in the payload
section of the network traffic (i.e., network packet) [605]. As a defense, an Antivirus (AV) so-
lution, or Intrusion Detection System (IDS), can analyse each network packet transported to
an end-host for known malicious content, and block (prevent) the download. On the other
hand, traffic content encrypted as HTTPS is widely and increasingly adopted by websites.
Using domain reputation systems [674], network traffic coming from domains and IP ad-
dresses known to be associated with malicious activities can be automatically blocked with-
out analysing the traffic’s payload.

After being installed on a computer, malware can reside within the host’s filesystem or mem-
ory (or both). At this point, the malware can sleep (where the executable does nothing to the
system) until a later point in time [675] as specified by the malware author. An AV or IDS can
periodically scan the host’s filesystem and memory for known malicious programs [605]. As
a first layer of defence, malware detectors can analyse static features that suggestmalicious
executable contents. These include characteristics of instructions, control-flow graphs, call
graphs, byte-value patterns [676] etc.

If malware is not detected during its distribution state, i.e., a detection system misses its
presence in the payloads of network traffic or the filesystem and memory of the end-host,
it can still be detected when it executes and, for example, begins contacting its command-
and-control (C&C) server and performing malicious actions over the Internet or on the victim
computer system. An AV or IDS on the network perimeter continuously monitors network
packets travelling out of an end-host. If the AV or IDS sees that the host is contacting known
malicious domain names or IP addresses it can surmise that the host has been infected by
malware. In addition, an AV or IDS on the end-host can look for behaviour patterns that are
associatedwith knownmalware activities, such as systemor API calls that reveal the specific
files read or written.
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Evasion and Countermeasures Since Antivirus and IDS solutions can generate signatures
for malware executables, malware authors often morph the contents of their malware. They
can change the contents of the executables while generating identically functional copies of
their malware (i.e., the malware will perform the same dynamic behaviours when executed).
Since its static contents have been changed, the malware can evade an AV or IDS that uses
these static features. On the other hand, the malware can still be detected by an AV or IDS
that uses the dynamic features (i.e., what the malware does).

Heuristics, e.g., signatures of a packing tool, or high entropy due to encryption, can be used
to detect and block contents that suggest the presence of packedmalware, but thismay lead
to false alarms because packing can also be used by benign software and services, such as
video games, to protect proprietary information. The most reliable way to detect packed mal-
ware is to simply monitor its run-time behaviours because the packed code will be unpacked
and executed, and the corresponding malicious behaviours can then be identified [662].

In addition to changing the malware executable, an attacker can also change the contents of
its malicious network traffic by using polymorphism to modify payloads so that the same at-
tacks look different across multiple traffic captures. However, classic polymorphic malware
techniques [677] make the payloads look so different that even a naive IDS can easily differ-
entiate them from benign payloads. On the other hand, with polymorphic malware blending
attacks [663] malicious payloads can bemade to look statistically similar to benign payloads.

Malware authors often implement updating routines, similar to updates for operating sys-
tems and applications such as web browsers and office tools. This allows malware authors
the flexibility to make changes to the malware to not only include new malicious activities
but also evade detection by AVs and IDS that have started using patterns of the old malware
and its old behaviours.

6.4.2 Detection of Malware Attacks
We have discussed ways to identify static and behaviour patterns of malware, which can
then be used to detect instances of the same, or similar malware. Although many popular
variants of malware families have existed at one time or another (e.g., Zeus [678, 679], Spy-
eye [680, 681], Mirai [682]), there will always be newmalware families that cannot be detected
bymalware detectionmodels (such as AV signatures). Therefore, we need to go beyond iden-
tifying specific malware instances: we need to detect malicious activities in general.

6.4.2.1 Host-based and Network-Based Monitoring

The most general approach to detect malicious activities is anomaly detection [664, 665,
683]. An anomaly in system or network behaviour is an activity that deviates from normal (or
seen) behaviour. Anomaly detection can identify both old and new attacks. It is important
to note that an anomalous behaviour is not the same as a malicious behaviour. Anomalous
behaviours describe behaviours that deviate from the norm, and of course it is possible to
have abnormal benign activities occurring on a system or network.

On the other hand, a more efficient and arguably more accurate approach to detect an old
attack is to find the patterns or signatures of the known attack activities [605]. This is often
called the misuse detection approach. Examples of signatures include: unauthorised write
to system files (e.g., Windows Registry), connection to known botnet C&C servers, etc.

Two different, but complementary approaches to deploy attack detection systems are: 1)
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host-basedmonitoring of system activities, and 2) network-basedmonitoring of traffic. Host-
basedmonitoring systemsmonitor activities that take place in a host, to determine if the host
is compromised. These systems typically collect and monitor activities related to the file
system, processes, and system calls [605, 666]. Network-basedmonitoring systems analyse
activities that are network-wide, e.g., temporal characteristics of access patterns of network
traffic flows, the domain names the network hosts reach out to, the characteristics of the
network packet payloads that cross the network perimeter, etc. [605, 667].

Let us look at several examples of malicious activities and the corresponding detection ap-
proaches. The first-generation spam detection systems focused on analysing the email con-
tents to distinguish legitimate messages from spam. Latter systems included network-level
behaviours indicative of spam traffic [684], e.g., spikes in email traffic volumes due to large
amount of spam messages being sent.

For DDoS detection, the main idea is to analyse the statistical properties of traffic, e.g., the
number of requests within a short time window sent to a network server. Once a host is
identified to be sending such traffic, it is considered to be participating in a DDoS attack and
its traffic is blocked. Attackers have evolved their techniques to DDoS attacks, in particular,
by employing multiple compromised hosts, or bots, to send traffic in a synchronised manner,
e.g., by using DDoS-as-a-service malware kits [685]. That is, each bot no longer needs to
send a large amount of traffic. Correspondingly, DDoS detection involves correlating hosts
that send very similar traffic to the victim at the same time.

For ransomware detection, the main approaches include monitoring host activities involved
in encryption. If there is a process making a large number of significant modifications to a
large number of files, this is indicative of a ransomware attack [686]. The ‘significant’ modi-
fications reflect the fact that encrypting a file will result in its contents changing drastically
from its original contents.

Host-based and network-based monitoring approaches can be beneficially combined. For
example, if we see contents from various sensitive files on our system (e.g., financial records,
password-related files, etc.) being transmitted in network traffic, it is indicative that data are
being exfiltrated (without the knowledge and consent of the user) to an attacker’s server. We
can then apply host-based analysis tools to further determine the attack provenance and
effects on a victim host [687].

Since many malicious activities are carried out by botnets, it is important to include botnet
detectionmethods. By definition, bots of the same botnet are controlled by the same attacker
and perform coordinated malicious activities [668, 688]. Therefore, a general approach to
botnet detection is to look for synchronised activities both in C&C like traffic and malicious
traffic (e.g., scan, spam, DDoS, etc.) across the hosts of a network.
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6.4.2.2 Machine Learning-Based Security Analytics

Since the late 1990s, machine learning (ML) has been applied to automate the process of
building models for detecting malware and attacks. The benefit of machine learning is its
ability to generalise over a population of samples, given various features (descriptions) of
those samples. For example, after providing an ML algorithm samples of different malware
families for ‘training’, the resultant model is able to classify new, unseen malware as belong-
ing to one of those families [669].

Both static and dynamic features of malware and attacks can be employed by ML-based
detection models. Examples of static features include: instructions, control-flow graphs,
call graphs, etc. Examples of dynamic features include: system call sequences and other
statistics (e.g., frequency and existence of system calls), system call parameters, data-flow
graphs [689], network payload features, etc.

An example of success stories in applyingmachine learning to detectmalware and attacks is
botnet detection [690]. ML techniques were developed to efficiently classify domain names
as ones produced by Domain Generation Algorithm (DGA), C&C domains, or legitimate do-
mains using features extracted from DNS traffic. ML techniques have also been developed
to identify C&C servers as well as bots in an enterprise network based on features derived
from network traffic data [668].

A major obstacle in applying (classical) machine learning to security is that we must select
or even engineer features that are useful in classifying benign and malicious activities. Fea-
ture engineering is very knowledge- and labour- intensive and is the bottleneck in applying
ML to any problem domain. Deep learning has shown some promise in learning from a large
amount of data without much feature engineering, and already has great success in applica-
tions such as image classification [691]. However, unlike many classical MLmodels (such as
decision trees and inductive rules) that are human-readable, and hence reviewable by secu-
rity analysts before making deployment decisions, deep learning outputs blackbox models
that are not readable and not easily explainable. It is often not possible to understand what
features are being used (and how) to arrive at a classification decision. That is, with deep
learning, security analysts can no longer check if the output even makes sense from the
point-of-view of domain or expert knowledge.

6.4.2.3 Evasion, Countermeasures, and Limitations

Attackers are well aware of the detection methods that have been developed, and they are
employing evasion techniques to make their attacks hard to detect. For example, they can
limit the volume and intensity of attack activities to stay below the detection threshold, and
they can mimic legitimate user behaviours such as sending stolen data (a small amount at a
time) to a ‘drop site’ only when a user is also browsing the Internet. Every misuse or anomaly
detection model is potentially evadable.

It should also come as no surprise that no sooner had researchers begun using ML than
attackers started to find ways to defeat the ML-based detection models.

One of the most famous attacks is the Mimicry attack on detection models based on system
call data [670]. The idea is simple: the goal is to morph malicious features to look exactly
the same as the benign features, so that the detection models will mistakenly classify the
attack as benign. The Mimicry attack inserts system calls that are inconsequential to the in-
tended malicious actions so that the resultant sequences, while containing system calls for
malicious activities, are still legitimate because such sequences exist in benign programs. A
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related attack is polymorphic blending [663] that can be used to evade ML models based on
network payload statistics (e.g., the frequency distribution of n-grams in payload data to a
network service). An attack payload can be encoded and padded with additional n-grams so
that it matches the statistics of benign payloads. Targeted noise injection [671] is an attack
designed to trick a machine-learning algorithm, while training a detection model, to focus on
features not belonging to malicious activities at all. This attack exploits a fundamental weak-
ness of machine learning: garbage in, garbage out. That is, if you give a machine-learning
algorithm bad data, then it will learn to classify data ‘badly’. For example, an attacker can
insert various no-op features into the attack payload data, which will statistically produce a
strong signal for the ML algorithm to select them as ‘the important, distinguishing features’.
As long as such features exist, and as they are under the attacker’s control, any ML algorithm
can be misled to learn an incorrect detection model. Noise injection is also known as ‘data
poisoning’ in the machine learning community.

We can make attacks on ML harder to succeed. For example, one approach is to squeeze
features [692] so that the feature set is not as obvious to an attacker, and the attacker has
a smaller target to hit when creating adversarial samples. Another approach is to train sep-
arating classes, which distance the decision boundary between classes [693]. This makes
it more difficult for an attacker to simply make small changes to features to ‘jump’ across
decision boundaries and cause the model to misclassify the sample. Another interesting ap-
proach is to have an ML model forget samples it has learned over time, so that an attacker
has to continuously poison every dataset [694].

A more general approach is to employ a combination of different ML-based detection mod-
els so that defeating all of them simultaneously is very challenging. For example, we can
model multiple feature sets simultaneously through ensemble learning, i.e., using multiple
classifiers trained on different feature sets to classify a sample rather than relying on singu-
lar classifier and feature set. This would force an attacker to have to create attacks that can
evade each and every classifier and feature set [672].

As discussed earlier, deep learning algorithms produce models that cannot be easily exam-
ined. But if we do not understand how a detection model really works, we cannot foresee
how attackers can attempt to defeat it and how we can improve its robustness. That is, a
model that seemingly performs very well on data seen thus far can, in fact, be very easily
defeated in the future - we just have no way of knowing. For example, in image recognition it
turned out that some deep learning models focused on high-frequency image signals (that
are not visible to the human eye) rather than the structural and contextual information of an
image (which is more relevant for identifying an object) and, as a result, a small change in
the high-frequency data is sufficient to cause a mis-classification by these models, while to
the human eye the image has not changed at all [695].

There are promising approaches to improve the ‘explainability’ of deep learning models. For
example, an attentionmodel [696] can highlight locations within an image to showwhich por-
tions it is focusing on when classifying the image. Another example is LEMNA [697], which
generates a small set of interpretable features from an input sample to explain how the sam-
ple is classified, essentially approximating a local area of the complex deep learning decision
boundary using a simpler interpretable model.

In both the machine learning and security communities, adversarial machine learning [698]
is and will continue to be a very important and active research area. In general, attacks on
machine learning can be categorised as data poisoning (i.e., injecting malicious noise into
training data) and evasion (i.e., morphing the input to cause mis-classification). What we
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have discussed above are just examples of evasion and poisoning attacks on MLmodels for
security analytics. These attacks have motivated the development of new machine-learning
paradigms that are more robust against adversarial manipulations, and we have discussed
here examples of promising approaches.

In general, attack detection is a very challenging problem. A misuse detection method which
is based on patterns of known attacks is usually not effective against new attacks or even
new variants of old attacks. An anomaly detection method which is based on a normal pro-
file can produce many false alarms because it is often impossible to include all legitimate
behaviours in a normal profile. While machine learning can be used to automatically produce
detectionmodels, potential ‘concept drift’ can render the detectionmodels less effective over
time [699]. That is, most machine-learning algorithms assume that the training data and the
testing data have the same statistical properties, whereas in reality, user behaviours and net-
work and system configurations can change after a detection model is deployed.

6.5 MALWARE RESPONSE
[20, 700, 701, 702, 703, 704]

If we have an infected host in front of us, we can remove the malware, and recover the data
and services from secure backups. At the local network access point, we can update corre-
sponding Firewall and Network Intrusion Detection System rules, to prevent and detect future
attacks. It is unfeasible to execute these remediation strategies if the infectedmachines can-
not be accessed directly (e.g., they are in private residences), and if the scale of infection is
large. In these cases, we can attempt to take down malware command-and-control (C&C)
infrastructure instead [20, 700], typically at the Internet Service Provider (ISP) or the top-level
domain (TLD) level. Takedowns aim to disrupt the malware communication channel, even if
the hosts remain infected. Last but not least, we can perform attack attribution usingmultiple
sources of data to identify the actors behind the attack.

6.5.1 Disruption of Malware Operations
There are several types of takedowns to disrupt malware operations. If the malware uses
domain names to look up and to communicate with centralised C&C servers, we perform
takedown of C&C domains by ‘sinkholing’ the domains, i.e., making the C&C domains re-
solve to the defender’s servers so that botnet traffic is ‘trapped’ (that is, redirected) to these
servers [700]. If the malware uses peer-to-peer (P2P) protocol as a decentralised C&C mech-
anism, we can partition the P2P botnet into isolated sub-networks, create a sinkholing node,
or poison the communication channel by issuing commands to stop the malicious activi-
ties [20]. However, it should be borne in mind that, in most territories active defence or intelli-
gence gathering, such as hack-backs, access to or modification of servers, DNS, or networks,
is unlawful without appropriate legal authority.
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6.5.1.1 Evasion and Countermeasures

Malware often utilises agility provided by DNS fast-flux network and Domain-name Gener-
ation Algorithms (DGAs) to evade the takedown. A DNS fast-flux network points the C&C
domain names to a large pool of compromised machines, and the resolution changes
rapidly [705]. DGAs make use of an algorithm to automatically generate candidate C&C do-
mains, usually based on some random seed. Among the algorithm-generated domains, the
botmaster can pick a few to register (e.g., on a daily basis) andmake them resolve to the C&C
servers. What makes the matter worse are the so-called Bullet-Proof Hosting (BPH) services,
which are resilient against takedowns because they ignore abuse complaints and takedown
requests [701].

We can detect the agile usage of C&Cmechanisms. As the botmaster has little control of the
IP address diversity and down-time for compromisedmachines in a fast-flux network, we can
use these features to detect fast-flux [706]. We can also identify DGA domains by mining NX-
Domains traffic using infected hosts features and domain name characteristic features [690],
or reverse-engineering the malware to recover the algorithm. To counter bullet-proof hosting,
we need to put legal, political and economic pressures on hosting providers. For example, the
FBI’s Operation Ghost Click issued a court order for the takedown of DNSChanger [707, 708].

Malware has also become increasingly resilient by including contingency plans. A centralised
botnet can have P2P as a fallback mechanism in case the DNS C&C fails. Likewise, a P2P
botnet can use DNS C&C as a contingency plan. A takedown is effective only if all the C&C
channels are removed from the malware. Otherwise, the malware can bootstrap the C&C
communication again using the remaining channels. If we hastily conduct botnet takedowns
without thoroughly enumerating and verifying all the possible C&C channels, we can fail to
actually disrupt the malware operations and risk collateral damage to benign machines. For
example, the Kelihos takedown [709] did not account for the backup P2P channel, and the
3322.org takedown disabled the dynamic DNS service for many benign users.

We need to have a complete view of the C&C domains and other channels that are likely to be
used by a botnet, by using multiple sources of intelligence including domain reputation, mal-
ware query association and malware interrogation [700]. We start from a seed set of C&C
domains used by a botnet. Then, we use passive DNS data to retrieve related historical IP
addresses associated with the seed set. We remove sinkholing, parking, and cloud hosting
provider IP addresses from them to mitigate the collateral damage from the takedowns. The
resulting IPs can also give us related historical domains that have resolved to them. After
following these steps, we have an extended set of domains that are likely to be used by the
botnet. This set captures agile and evasiveC&Cbehaviours such as fast-flux networks.Within
the extended set, we combine 1) low reputation domains, 2) domains related tomalware, and
3) other domains obtained by interrogating the related malware. Malware interrogation sim-
ulates situations where the default C&C communication mechanism fails through blocking
DNS resolution and TCP connection [704]. By doing so, we can force the malware to reveal
the backup C&C plans, e.g., DGA or P2P. After enumerating the C&C infrastructure, we can
disable the complete list of domains to take the botnet down.
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6.5.2 Attribution
Ideally, law enforcement wants to identify the actual criminal behind the attacks. Identifying
the virtual attacker is an important first step toward this goal. An attacker may have consis-
tent coding styles, reuse the same resources or infrastructures, or use similar C&C practices.

From the malware data, we can compare its ‘characteristics’ with those of known historical
adversaries, e.g., coding styles, server configurations, etc. [702]. At the source code level, we
can use features that reflect programming styles and code quality. For instance, linguistic
features, formatting style, bugs and vulnerabilities, structured features such as execution
path, Abstract Syntax Tree (AST), Control FlowGraph (CFG), and ProgramDependence Graph
(PDG) can be used. Other features extracted from the binary file can also indicate authorship,
e.g., the sequence of instructions and register flow graph.

From the enumerated attack infrastructure, we can associate the expanded domain name
set with previously known adversaries. For instance, unknown TDSS/TDL4 botnet ad-fraud
C&C domains share the same IP infrastructure with known domains, and they are registered
by the same set of email addresses and name servers. This allows us to attribute unknown
domains to known TDSS/TDL4 actors [703].

6.5.2.1 Evasion and Countermeasures

Manymalware authors reuse different kits for the convenience offered by the businessmodel
of the underground economy. Common for-sale kits allow malware authors to easily cus-
tomise their own malware. They can also evade attribution by intentionally planting ‘false
flags’ in malware.

Domain registration information, WHOIS, is a strong signal for attack attribution. The same
attacker often uses a fake name, address and company information following a pattern. How-
ever, WHOIS privacy protection has become ubiquitous and is even offered for free for the
first year when a user purchases a domain name. This removes the registration information
that could be used for attack attribution.

We need to combine multiple, different streams of data for the analysis. For instance, mal-
ware interrogation helps recover more C&C domains used by the fallback mechanism, which
offers more opportunity for attribution [704, 710].

CONCLUSION
Attackers use malware to carry out malicious activities on their behalf. Malware can reside
in any layer of the system stack, and can be a program by itself or embedded in another appli-
cation or document. Modern malware comes with a support infrastructure for coordinated
attacks and automated updates, and can operate low-and-slow and cover its tracks to avoid
detection and attribution. While malware can cause wide-spread infection and harm on the
Internet, it can also be customised for attacks targeting a specific organisation. Malware
analysis is an important step in understanding malicious behaviours and properly updating
our attack prevention and detection systems.Malware employs a wide range of evasion tech-
niques, which include detecting the analysis environment, obfuscatingmalicious code, using
trigger-conditions to execute, and applying polymorphism to attack payloads, etc. Accord-
ingly, we need to make analysis environments transparent to malware, continue to develop
specialised program analysis algorithms and machine-learning based detection techniques,
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and apply a combination of these approaches. Response to malware attacks goes beyond
detection and mitigation, and can include take-down and attribution, but the challenge is
enumerating the entire malware infrastructure, and correlating multiple pieces of evidence
to avoid false flags planted by the attackers.
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INTRODUCTION
The technological advancements witnessed by our society in recent decades have brought
improvements in our quality of life, but they have also created a number of opportunities for
attackers to cause harm. Before the Internet revolution, most crime and malicious activity
generally required a victim and a perpetrator to come into physical contact, and this limited
the reach that malicious parties had. Technology has removed the need for physical contact
to perform many types of crime, and now attackers can reach victims anywhere in the world,
as long as they are connected to the Internet. This has revolutionised the characteristics of
crime and warfare, allowing operations that would not have been possible before.

In this document, we provide an overview of the malicious operations that are happening on
the Internet today. We first provide a taxonomy ofmalicious activities based on the attacker’s
motivations and capabilities, and then move on to the technological and human elements
that adversaries require to run a successful operation. We then discuss a number of frame-
works that have been proposed to model malicious operations. Since adversarial behaviours
are not a purely technical topic, we draw from research in a number of fields (computer sci-
ence, criminology, war studies). While doing this, we discuss how these frameworks can be
used by researchers and practitioners to develop effective mitigations against malicious on-
line operations.

7.1 A CHARACTERISATION OF ADVERSARIES
[711][712][713, 714][17, 715, 716][717][718, 719]

In this section, we present a characterisation of adversaries who perform malicious actions.
This characterisation is based on their motivation (e.g., financial, political etc.). Although al-
ternative characterisations and taxonomies exist (e.g., from the field of psychology [720]),
we feel that the one presented here works best to illustrate known attackers’ capabilities
and the tools that are needed to set up a successful malicious operation, such as a finan-
cial malware enterprise. This characterisation also follows the evolution that cybercrime has
followed in recent decades, from an ad-hoc operation carried out by a single offender to a
commoditised ecosystemwhere various specialised actors operate together in an organised
fashion [721, 722]. The characterisation presented in this section is driven by case studies
and prominent examples covered in the research literature, and as such is not meant to be
complete. For example, we do not focus on accidental offenders (e.g., inadvertent insider
threats), or on criminal operations for which rigorous academic literature is lacking (e.g., at-
tacks on financial institutions or supply chain attacks). However, we believe that the set of
crimes and malicious activities presented is comprehensive enough to draw a representa-
tive picture of the adversarial behaviours that are occurring in the wild at the time of writing.
We begin by defining two types of cyber offences as they have been defined in the literature,
cyber-enabled and cyber-dependent crimes, and we continue by presenting different types of
malicious activities that have been covered by researchers.
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Cyber-enabled and cyber-dependent crimes
One of the main effects that the Internet has had on malicious activity has been to increase
the reach of existing crimes, in terms of the ease of reaching victims, effectively removing
the need for physical proximity between the victim and the offender. In the literature, these
crimes are often referred to as cyber-enabled [711].

According to Clough [111], criminals have fivemain incentives tomove their operations online:

1. Using the Internet, it is easier to find and contact victims. Email lists are sold on under-
ground markets [723], while online social networks have search functionalities embed-
ded in them, allowing criminals to easily identify potential victims [724, 725].

2. By using the Internet, criminal operations can be run more cheaply. Sending emails is
free, while scammers previously had to pay postage to reach their victims. This also
allows criminals to increase the scale of their operations to sizes that were previously
unthinkable.

3. Compared to their physical counterparts, the Internet allows crimes to be performed
faster. For example, emails can reach victims in a matter of seconds, without having to
wait for physical letters to be delivered.

4. Using the Internet, it is easier to operate across international boundaries, reaching vic-
tims located in other countries. In this setting, often the only limitation is language, with
criminals only targeting victims who speak a language that they are familiar with (e.g.,
people in English-speaking countries) [726].

5. By operating over the Internet, it is more difficult for criminals to get caught. This is
mainly due to the transnational nature of cybercrime, and the fact that the problem of
harmonising the appropriate laws of different countries is far from being solved [727].
In addition, research shows that online crime is often under reported, both because
victims do not know whom to report it to (given that the offender might be located in
another country), as well as the fact that they believe that they are unlikely to get their
money back [728].

Cyber-dependent crimes, on the other hand, are crimes that can only be committed with the
use of computers or technology devices [711]. Although the final goal of this type of crime
often has parallels in the physical world (e.g., extortion, identity theft, financial fraud), the In-
ternet and technology generally enable criminals to give a new shape to these crimes,making
them large-scale organised endeavours able to reach hundreds of thousands, if not millions,
of victims.

In the rest of this section we analyse a number of cyber-enabled and cyber-dependent crimi-
nal schemes in detail.
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Interpersonal offenders
The first category that we are going to analyse is that of interpersonal crimes. These crimes
include targeted violence and harassment, directed at either close connections (e.g., family
members) or strangers. While these crimes have always existed, the Internet has made the
reach of harassers and criminals much longer, effectively removing the need for physical
contact for the offence to be committed. As such, these crimes fall into the cyber-enabled
category. In the rest of this section, we provide an overview of these adversarial behaviours.

Cyberbullying. Willard [712] defines cyberbullying as ‘sending or posting harmful material or
engaging in other forms of social aggression using the Internet or other digital technologies’.
While not always illegal1, cyberbullying often occupies a grey area between what is consid-
ered a harmful act and a criminal offence [729]. This practice has become a serious problem
for young people, who are often targeted by their peers not only in real life, but also on online
platforms [730]. While the practice of bullying is nothing new, the Internet has changed the
dynamics of these harassment practices significantly. What used to be a harmful practice
limited to school hours now can be perpetrated at any time, effectively exposing victims to
non-stop harassment [731].

One aspect that makes cyberbullying different from traditional, physical harassment is that
people online can be anonymous, and do not have their name or face attached to the abusive
activity that they are carrying out [732, 733]. Researchers found that interacting with people
online creates a disinhibition effect wherby personal traits are accentuated (i.e., negative
people become meaner and positive people become nicer) [734]. This disinhibition effect
can have the effect ofmaking some peoplemore likely to engage in abusive activity than they
would do in the offline world [733]. Another aspect that contributes to disinhibition is the fact
that online content distributed on certain platforms (e.g., snapchat, 4chan) is ephemeral, in
the sense that it is deleted after a certain period of time [735]. As such, harassers feel that
their actions have no adverse consequences since there will be no hard evidence of it in the
future.

Doxing. Another type of online harassment is the practice of doxing, an attack where the
victim’s private information is publicly released online [736]. This operation is usually part of
a larger harassment campaign, where the release of sensitive information is used as a way
of embarrassing the victim or facilitating further harassment, even in the physical world (for
example, by releasing information at the workplace or the home address of the victim).

The practice of doxing has become increasingly popular in recent years as a way of po-
larising online discussion and silencing people. A prominent example is the #GamerGate
controversy, where women activists were often attacked and had their personal information
posted online [737]. Doxing has been a primary vehicle for coordinated hate attacks run by
polarised online communities such as 4chan’s Politically Incorrect board (/pol/) [735]. As
part of these attacks, anonymous users post information about their targets online (e.g., so-
cial media pages, phone numbers, physical addresses), and then invite other people to carry
out loosely coordinated attacks (called raids) against those people. These attacks usually
consist of hate speech and other abusive language.

While prominent in the online harassment space, the practice of doxing is also used by other
offenders. For example, it is one of the techniques used by hacktivist groups such as Anony-
mous to put their targets on notice. We will discuss the other techniques used by hacktivists,

1While there is no definition of cyberbullying in UK law, some forms of it can be prosecuted under the Pro-
tection from Harassment Act 1997.
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together with their motivations, later in this section.

Cyberstalking. Another harmful activity that has been facilitated by the Internet is stalking.
Cyberstalking is the practice of using electronic means to stalk another person [738, 739].
Broadly speaking, we can identify two types of cyberstalkers: those who use the information
that they find online to help them stalk their victim in real life (e.g., monitoring social media
to know their whereabouts), and those who use the means offered by online services to stalk
their victim purely online. Further, the stalkers who operate online are divided into those who
act purely passively, without any interaction with the victim, and those who perform interac-
tions, for example, by sending their messages on a social network platform [740]. To counter
cyberstalking, legislation has recently been introduced in many countries, including the 2012
Protections of Freedoms act in the UK and the 2000 Violence Against Women Act in the US.

Sextortion.An emerging crime that has risen to relevance is sextortion, where a criminal lures
victims to perform sexual acts in front of a camera (e.g., a webcam in a chatroom), records
those acts, and later asks for a monetary payment in order not to release the footage [741].
Sextortion is becoming such a relevant threat that crime prevention agencies such as the Na-
tional Crime Agency (NCA) in the UK are launching dedicated awareness campaigns against
it.2

Child predation. Another crime that is facilitated by the Internet is child predation [742]. On-
line services are a fertile ground for criminals to find victims, whether on chats, online social
networks, or online gaming platforms. The offender will then groom their victims to either
perform physical or online abuse [742]. Compared to the corresponding offline offence, on-
line sexual predation has two main differences: first, the victim and the perpetrator almost
never know each other in real life. Second, the victim demographics are more skewed to-
wards adolescents than young children, because the age at which kids start going online is
slightly higher [743]. Offenders use a range of tactics, including pretending to be young peo-
ple and children in order to groom their victims [744] and research has shown the potential
vulnerability of children of all ages to such online identity deception [745].

Other offenders do not interact with children directly, but download and share child pornog-
raphy on the Internet. In such cases hands-on abusers often know their victims and dissemi-
nate child abuse material to these “users” of such material. This has been facilitated by peer-
to-peer sharing platforms [746, 747] as well as anonymising technologies such as Tor [748].
The challenges of identifying originators of new child abuse material (and the deceptive tac-
tics used by offenders, e.g., specialised vocabulary for filenames to thwart investigations) in
such peer-to-peer networks have also been studied [747].

Cyber-enabled organized criminals
In this section, we focus on cyber-enabled crimes that are carried out by career criminals. In
particular, we provide two prominent examples of cyber-enabled crimes that have received
significant attention by the research community: advance fee fraud and drug dealing. These
crimes are not usually carried out by single offenders, but rather by multiple criminals who
act together in small organisations [749] or in actual structured criminal organisations [750].
We acknowledge that other crimes exist that have seen increased reach because of tech-
nology. However, these crimes have yet to be studied in depth by the research community
and, therefore, we decided to focus on the one which the research community has a better
understanding of.

2http://www.nationalcrimeagency.gov.uk/crime-threats/kidnap-and-extortion/sextortion
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Advance fee fraud. In this type of scam, the victim is promised a reward (financial or other-
wise), but in order to obtain it has to first pay a small fee to the fraudster. After the payment
takes place, the victim often does not hear from the scammer again, while sometimes the re-
lationship lasts for long periods of time and the victim is repeatedly defrauded of large sums
of money [751].

The archetypal example of advance fee fraud comprises so-called 419 scams [713]. Named
after the section of the Nigerian Criminal Code dealing with fraud, these scams became pop-
ular in the 1980s, when victimswould receive physical letters from an alleged Nigerian prince,
looking to transfer large amounts ofmoney outside of the country. To initiate the process, the
victim is required to transfer a small amount of money to the fraudster (e.g., to cover legal
fees). As it can be imagined, the Internet allowed this type of fraud to flourish, by enabling
criminals to instantly reach a large number of potential victims.

Another example of advanced fee fraud is consumer fraud perpetrated on classifieds web-
sites such as Craigslist [752]. As part of this fraud, victims respond to a classified adver-
tisement for a desirable item (e.g., a used car or a rental property) which has much better
conditions (such as a lower price) than similar posts. The fraudster responds that they will
need a small upfront payment to deliver the goods. After receiving it, the victim will not hear
from the fraudster again.

A final example of advanced fee fraud is the online romance fraud. Taking place on online
dating sites, this type of fraud usually consists in criminals posing as attractive individuals
looking to start a relationship with the victim. Unlike the 419 scam, these online relationships
often last for months before the fraudster demands money, for example, to help their family
or to open a business [749]. By that time, the victim, who is likely emotionally involved with
the persona impersonated by the criminal, is likely to comply. Previous research reported
that victims of this crime can lose between £50 and £240,000 [751]. Unlike other types of
advanced fee fraud, however, the psychological damage of losing the fictional relation can
be much greater than the financial one.

A common element of every type of advanced fee fraud is the need for criminals to build an
enticing narrative that will lure victims into paying the fraudulent fee. To this end, criminals
often target specific demographics and impersonate specific personas. For example, previ-
ous research showed that romance fraudsters often pretend to be members of the military
stationed abroad [753]. By doing so, the fraudsters can build a credible narrative as to why
they cannot meet the victim in person, and they can build an emotional connection with the
victim, which will increase the chances of their falling for the scam. Often, fraudsters pretend
to be widowed middle-aged men who target widowed women in the same demographic, in
an attempt to establish an emotional connection with their victim [749]. In other cases, fraud-
sters employ psychological tricks to win their victims over, such as applying time pressure
or remarking that they specifically selected the victim because of their high moral charac-
ters [713].

More cynically, Herley argues that fraudsters are incentivised to build the most absurd narra-
tives possible, to make sure that only those who are gullible enough to believe themwill reply,
and that these people will be the most likely to fall for the scam [754]. His argument is that
responding to the first boilerplate message is expensive for the fraudster, while sending the
first copy to as many victims as they wish is free. For this reason, it is in their interest to rule
out those who are not likely to fall for the scam as soon as possible.

Drug dealing. Another category of crimes for which the Internet has offered opportunities
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is the drug trade. Thanks to anonymising technologies such as Tor [755] and cryptocurren-
cies [756], online marketplaces have emerged where drug users can purchase illicit sub-
stances and have them delivered directly to their home. Research has shown that this busi-
ness is thriving, despite the instability of these marketplaces, which are often taken down
by law enforcement [714, 757]. Online drug markets provide an interesting paradigm switch
for drug users, because they remove the need for the buyer to interact with criminals in a
physical and potentially unsafe setting. Recent work has shown, however, that the inception
of the online drug market has not changed the worldwide drug trade ecosystem: the big play-
ers who produce and dispatch drugs remain broadly unchanged, while what has changed
is the ‘last mile’ in the delivery (i.e., how local dealers and drug users get in touch and do
business) [750].

Cyber-dependent organized criminals
In this section, we describe crimes that have a financial goal and are carried out using com-
plex technical infrastructures (e.g., botnets [758]). Unlike the cyber-enabled crimes described
in the previous section, where the criminal is essentially replicating a physical criminal oper-
ation and using the Internet to enhance his/her reach, in the case of cyber-dependent crimes
criminals have to set up complex technological infrastructures to achieve their goals. The
complexity of these operations has prompted a compartmentalisation in the criminal ecosys-
tem, where each malicious actor specialises in a specific part of a cybercriminal operation
(e.g., infecting computerswithmalware or performingmoney laundering) andworks together
towards achieving a common goal. In this section, we provide some examples of cyber-
dependent crimes that have been studied by the research literature in recent years. Then,
in Section 7.2, we cover in detail the various elements that criminals need to put in place to
make their operations successful.

Email spam. Email spam has been a major nuisance for Internet users for the past two
decades, but it has also been at the forefront of very successful criminal operations, who
have managed to monetise the sale of counterfeit goods and pharmaceuticals by reaching
billions of potential customers through malicious messages [759]. Email spam is defined asunsolicited bulk email; this definition highlights the two main elements of the problem: the
fact that the messages received by victims are unsolicited (i.e., they were not requested in
the first place), and that they are sent in bulk to reach as many victims as possible.

Although the very first spam email was recorded in 1978 [760], email spam rose to promi-
nence in the 1990s, when criminals set up small operations, not dissimilar from the advance-
fee fraud ones described in the previous section [761]. The goal of these operations was to
sell goods online, which could span from diet supplements to Nazi memorabilia [761]. At
this stage, relying on their own expertise and on the help of a small number of associates,
criminals would carry out all the activities required to set up a successful spam operation: (i)
harvesting email addresses to send the malicious messages to, (ii) authoring the email con-
tent, (iii) sending the spam emails in bulk, (iv) processing the orders from people whowanted
to purchase the advertised items, (v) reacting to raids by law enforcement (e.g., the seizure
of an email server). Although they were still rudimentary compared to the spam operations
that came during the next decade, these criminal endeavours prompted the development of
legislation to regulate unsolicited bulk emails, such as the Directive on Privacy and Electronic
Communications in the EU,3 the Privacy and Electronic Communications Regulations in the

3https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%3A32002L0058
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UK4 and the CAN-SPAM Act in the US.5 These pieces of legislation helped prosecute some
of those early-day spammers. In 2004, America Online (AOL) won a court case against Davis
WolfgangHawke, whowas sellingNazi gadgets through spamemails. Hawkewas sentenced
to pay a 12.8M USD fine.

The technical advancements of the early 2000s, and in particular the development of botnets,
networks of compromised computers controlled by the same cybercriminal [758], gave un-
precedented opportunities to criminals whowant to engage in email spam today. Email spam
is not a one-person operation anymore, rather it is supported by thriving criminal ecosystems.
Spammers can rent botnets from criminals who are specialised in infecting computers with
malware [723], purchase lists of target email addresses from specialised actors [762] and
sign up to an affiliate programme [763, 764], which will provide the spammer with a way of
advertising, as well as taking care of shipments and payments.

The arms race connected to spam mitigation has been going on since the 1990s, with a
number of mitigations being proposed [765]. Currently, anti-spam techniques ensure that the
vast majority of malicious emails will never reach their victims’ mailboxes. To solve this is-
sue, criminals have to send tens of billions of emails [723] to keep their operations profitable.
Another issue is that, out of the victims reached by those spam emails that make it through,
only a small fraction will purchase the advertised goods and turn a profit for the criminals.
Researchers performed a case study for the Storm botnet [17], showing that out of 469 mil-
lion spam emails sent by the botnet, only 0.01% reach their targets. Of these, only 0.005% of
the users click on the links contained in the emails, while an even lower number ends up pur-
chasing items - only 28 users in total out of the 469 million reached, or 0.0004% of the total.
Despite this steep drop, McCoy et al. showed that popular spam affiliate programmes were
able tomake up to 85million USD of revenue over a three-year period [763]. They also showed
that key to this success are returning customers. In fact, spam emails need to reach an in-
terested customer only once, and this person can later keep purchasing on the site without
having to worry about spam filters.

Phishing. A particular type of spam is phishing, where criminals send emails that pretend to
be from genuine services (e.g., online banking, social network websites) [715]. These emails
typically lure users into handing out their usernames and passwords to these services by
presenting them with a believable email asking them to visit the website (e.g., to retrieve
their latest account statement). By clicking on the link in the email, users are directed to a
website displaying fake but realistic login pages. Once they have input their credentials, the
criminals gain access to them and they will be able to later log in to those services on behalf
of the users, potentially making money directly or selling the credentials on the black market.

For the criminal, a key component to the success of phishing pages is setting up web pages
that resemble the original ones as much as possible. To facilitate this task, specialised cy-
bercriminals develop and sell so-called phishing kits [766], programmes that can be installed
on a server and will produce an appropriately-looking web page for many popular services.
These kits typically also provide functionalities tomake it easier for the criminal to collect and
keep track of the stolen credentials [766]. Another element needed by criminals to host these
pages is servers under their control. Similar to spam, criminals, researchers, and practition-
ers are involved in an arms race to identify and blacklist phishing Web pages [767], therefore
it does not make economic sense for criminals to set up their own servers. Rather, criminals
often host these websites on compromised servers, for which they do not have to pay [768].

4https://en.wikipedia.org/wiki/Privacy_and_Electronic_Communications_(EC_Directive)_Regulations_2003
5https://en.wikipedia.org/wiki/CAN-SPAM_Act_of_2003
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After stealing a large number of credentials, criminals can either exploit these accounts them-
selves or sell the usernames and passwords on the black market. Previous research has
shown that often these criminals log into the accounts themselves and spend time evaluating
their value, for example, by looking for financial information in webmail accounts.[726, 769].

Financial malware. Another popular criminal operation is financial malware. In this setting,
criminals aim to install malware on their victims’ computers and steal financial credentials
such as credit card numbers and online banking usernames and passwords. This trend
started with the Zeus malware, which criminals could purchase on the black market and
use to set up their operations [770]. Once installed on a victim computer, Zeus would wait for
the user to visit a website on a pre-configured list of interesting ones that the criminal could
specify. It would then record usernames and passwords as the user typed them in, and send
them to the command and control server set up by the criminal.

A more sophisticated information stealing botnet was Torpig [716]. Unlike Zeus, Torpig used
a botnet-as-a-service model, where a single specialised criminal was responsible for hosting
the botnet infrastructure, while other criminals could run their campaigns to infect victim
computers, pay a fee to use the torpig infrastructure and later retrieve the stolen credentials.
Researchers showed that, in 2009, the Torpig botnet was able to steal 8,310 unique bank
account credentials and 1,660 unique credit card numbers over a ten-day period. [716].

Tomonetise their operations, cybercriminals can sell the stolen financial information on dedi-
cated underground forums [771]. The price that criminals can ask for these credentials varies
based on the type of records that they were able to steal. For example, on the underground
market there are two types of credit card records that are traded: dumpz, which contain the
information that allows a criminal to clone a credit card (i.e., card number, expiration date, se-
curity code), and fullz, which also contain the billing address associated with the card. Fullz
areworthmoremoney on the blackmarket, because they allowmiscreants to purchase items
online.

A related type of crime that is becoming more popular is card skimming [772]. In this cyber-
enabled crime, criminals install devices on ATM machines which collect details of the cards
inserted into the machines by unwitting users. The criminal can then collect the devices to
retrieve the stolen financial credentials. While this type of crime is serious, it is also a good
example of the limitations of physical crime compared to their online counterparts: the need
for physical action by the criminal limits the scale of the operation, while financial malware
operations can affect much higher numbers of victims. For example, the Torpigmalware was
installed on over 100,000 computers [716].

Note that malware is not always needed to perform financial fraud. In some cases, insiderthreatswithin financial organisations could actmaliciously and defraud both their institutions
and their customers [773, 774]. In other cases, financial information such as credit card num-
bers could be stolen by exploiting a vulnerability in an online system (e.g., by dumping the
database of an online store) [775]. In other cases, stolen SWIFT credential of banks can be
used to perform large fraudulent money transfers [776]

Click fraud. Web advertisements are the main way the Web is monetised. A Web administra-
tor can decide to host advertisements on his/her website, and whenever visitors view them
or click on them they receive a small fee from an advertiser. To mediate this interaction, spe-
cialised services known as ad exchanges have emerged. Because of their easy monetisation,
Web advertisements are ripe for fraud. In particular, criminals can host advertisements on
their own websites and then generate ‘fake’ clicks (e.g., by using bots). This results in an ad
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exchange paying criminals for ad impressions that were not ‘genuine,’ eventually defrauding
the advertiser.

Once again, criminals are involved in an arms race with ad exchanges, who are interested in
keeping fraud on their services minimal. To help criminals generate large numbers of clicks
and remain under the radar by gaining access from large numbers of IP addresses, so-calledclick fraud botnets have emerged. An example is Zeroaccess [16], which was active in 2013.
On an infected machine, this malware would act like a regular user, browsing websites and
clicking on advertisements that its owner chose. Researchers showed that this botnet was
responsible for losses to the advertising industry of approximately 100,000 USD per day [16].

Unauthorised cryptocurrency mining. With the increasing popularity of cryptocurrencies, a
new opportunity has opened up for criminals: using infected computers to mine currency. In
2014, Huang et al.revealed this threat, showing that botnets were used to mine Bitcoin [15].
While revealing this new monetisation for malware, the authors also concluded that these
operations did not appear to be making much money, totaling at most 900 USD a day.

A more recent study, however, showed that cryptocurrency mining by botnets could be much
more rewarding than previously thought. Pastrana and Suarez-Tangil showed that by mining
Monero and using a number of techniques to increase their chances of mining currency (e.g.,
using mining pools) criminals could make up to 18 million USD over a two-year period. [777].

Another emerging trend in cybercrime comprises leveragingWeb browsers tomine cryptocur-
rencies. Instead of installing malware on victim computers and using them for mining, mis-
creants add scripts to webpages and have their visitors mine cryptocurrencies. This type of
malicious activity is called cryptojacking. Although using these scripts is not necessarily ille-
gal (i.e., Web administrators can legitimately install them on their webpages in a similar way
to advertisements), criminals have been caught adding them to compromised websites on
multiple occasions. Konoth et al. showed that a malicious campaign can make GBP 31,000
over a week [778], while Rüth et al. [779] showed that 1.18% of themined blocks in theMonero
blockchain can be attributed to Coinhive, the most popular cryptojacking library.

Ransomware. The newest trend in malware is Ransomware. As part of this operation, crimi-
nals infect their victim systems with malware which encrypts the user’s personal files (e.g.,
documents) and sends the encryption key to the criminal, who then asks for a ransom in ex-
change for giving the user access to their data again [780]. The idea of malicious software
that uses public key cryptography to hold the victim’s data hostage is not new, and it was the-
orised by Yung in 1996 already [781]. In 20 years, however, the technological advancements
on themalware delivery end havemade it possible to reach large numbers of victims, and the
introduction of anonymous paymentmethods such as Bitcoin hasmade it safer for criminals
to collect these payments.

Ransomware is, at the time of writing, the gold standard for cybercriminals. This type of mal-
ware operation has solved the monetisation problems that were so important in other types
of cybercriminal schemes: the criminal does not have to convince the victim to purchase a
good, like in the case of email spam, or to fall for a fraud, like in the case of phishing. In ad-
dition, the victim is highly incentivised to pay the ransom, because the probability that the
criminals have encrypted files that the user will need (and for which they have no backup
copy) is high. In fact, recent research was able to trace 16 million USD in payments on the
Bitcoin blockchain that can be attributed to ransomware campaigns [782].

Although themost sophisticated ransomware campaigns involve encrypting the victim’s files,
Kharraz et al. showed that it is not uncommon for malware authors to use other techniques
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to lock the victim out of his/her computer [783]. These techniques include setting up a
password-protected bootloader and not giving the password to the user unless he/she pays.
While these techniques are likely to yield a profit for the criminal, they are also easier to miti-
gate, as the victim’s files are safe on the computer and a simple clean up of themalware (and
restoring the original master boot record) can fix the problem.

Denial of service. A feature that all Internet-connected devices have is network connectivity.
A criminal can leverage the bandwidth of an infected device to perform aDistributed Denial of
Service (DDoS) attack against a target. Criminals can simply use the bandwidth generated by
the botnet, or leverage amplification attacks (i.e., network traffic generated by misconfigured
network devices, or devices with poor default settings) to enhance the power of their DDoS
attacks [685].

The criminals can then set up services where they offer DDoS for hire. These services are
appealing for example to unscrupulous actors who want their business competitors to go
offline or to online gamers who want to knock their opponents off the Internet to win the
game [784]. To hide the illicit nature of their business, these services often advertise them-
selves as ‘stress testers’, services that a Web administrator can use to test how their Web ap-
plications performunder stress [784]. In reality, however, these services do not checkwhether
the customer purchasing a DDoS attack is actually the same person who owns the target do-
main.

Hacktivists
While criminals driven by profit are a big threat, not all adversaries are driven bymoney. In par-
ticular, we define the act of computer crime motivated by a political goal as hacktivism [717].
These crimes can take various forms, from denial of service attacks [717] to compromising
computer systems with the goal of releasing sensitive information to the public [785]. There
is an ongoing debate among scholars on whether actions by hacktivists fall under political
activism (e.g., civil disobedience) or cyber terrorism [786]. Holt et al. studied cyber attacks
carried out by far left groups in the US and found that there was an increase in online attacks
during periods that observed a decrease in physical violence from those same groups [787].

Denial of service. The practice of hacktivism started in the 1990s with netstrikes [788]. As
part of this practice, Internet users would connect to target the websites simultaneously to
deplete their resources andmake them unresponsive. This was often done to protest against
actions and policies by government agencies and corporations. Twenty years later, with the
increased sophistication offered by technology, hacktivist groups such as Anonymous [789]
took the idea of netstrikes and made it bigger in size. This collective became popular for
launching denial of service attacks against organisations that were guilty of performing ac-
tions that did not match their moral stance, such as governments linked to the repression of
the Arab Spring, credit card companies who would not make donations to entities such as
Wikileaks or radical religious organisations.

To perform their attacks, Anonymous would ask its sympathisers to install a computer pro-
gram, called LowOrbit Ion Cannon (LOIC), whichwould act as a bot in a botnet: their controller
would use the computer’s bandwidth to carry out a denial of service attack against a chosen
target. The difference with traditional botnets (and the ones used to carry out DDoS attacks
in particular) is that the user is accepted to be part of it by installing the LOIC program, and
suffered law enforcement action as a consequence.

Data leaks. Another trend that we have been observing in recent years in the area of hack-
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tivism is the release of stolen documents into the public domain, for example, to raise aware-
ness about secret surveillance programs by governments [790]. A prominent example of an
organisation that performs these data leaks is Wikileaks [785]. Similar techniques have also
been used by Anonymous (e.g., about the identity of 1,000 Ku Klux Klan members).

Web Defacements. The last trend that is typical of politically-motivated actors is Web de-facement [791]. As part of this activity, miscreants exploit vulnerabilities (ranging from weak
passwords to software vulnerabilities) in the websites of organisations they disagree with,
and use them to change the home page of the website to a politically-charged one. An exam-
ple of an organisation that is prominently using Web defacements to spread their message
is the Syrian Electronic Army [792], a group of hackers close to the Assad regime. Although
popular with criminals with a political agenda, Web defacement is not just their prerogative.
In fact, Maimon et al. showed that this is a popular way for early career cybercriminals to
prove their worth [793].

State actors
Another type of malicious actor involved in adversarial behaviours online comprises nation
states. In the past few years, we have observed an escalation in the use of computer attacks
by state actors to achieve their goals. Broadly speaking, this type of attack differs from those
performed by financially motivated cybercriminals for two reasons:

1. Commodity cybercrime needs to gather as many victims as possible to maximise their
profits. For instance, criminals setting up a botnet to steal financial information from
their victims will want to reach the highest possible number of victims to improve their
revenue. This means that the cybercriminal’s attacks need to be either generic or di-
versified enough to cover a large population of devices (e.g., by using exploit kits, as
explained in Section 7.2). In a state-sponsored attack, on the other hand, there is no
need to make money, and usually the victim is well defined (e.g., a specific organisa-
tion or a person of interest). In this setting, the attack can be tailored to the victim; this
increases the chances of success, because of the time that can be spent designing the
attack and the fact that the attack will be unique (e.g., by using a zero day attack [794]),
and it will be unlikely that existing protection software will catch it.

2. Because of the need to makemoney, traditional cybercriminals need their attacks to be
fast. This is not the case for state-sponsored attacks, where the reward for achieving
its goal (e.g., stealing sensitive information from a government) makes it acceptable to
wait for long periods of time before finalising the attack.

State-sponsored attacks fall broadly into three categories, depending on the purpose of the
attack: sabotage, espionage, and disinformation. In the following, we describe these three
types of attacks in more detail.

Sabotage. Modern critical infrastructure can be disrupted by electronic means. Research
has shown that it is not uncommon for critical facilities such as power plants to have some
sort of network connectivity between the computers controlling the machinery and the ones
connected to the Internet [795]. In the case of a state adversary, even having network security
appliances to guard the boundary between the two networks is not enough, since, as we
said, attacks can be so sophisticated and tailored that off-the shelf solutions fail to detect
them [718]. Once a piece of malware manages to get into the control network, it could make
themachinerymalfunction andpotentially destroy it. Evenwhen there is a physical separation
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between the control network and the wider Internet, attacks are still possible when we are
faced with adversaries with virtually unlimited resources [718].

A prominent example is the Stuxnet worm [718, 796], a sophisticated attack performed
against the Nathanz nuclear enrichment facility in Iran in 2010. Allegedly, the malware was
introduced into the facility by first infecting the laptop of one of the consultants who was
maintaining the machinery. Once the malware was in the right environment, it identified the
pieces of equipment that it was designed to target and sabotaged the enrichment experi-
ments, making the centrifuges spin out of control. To date, Stuxnet is a textbook example of
the lengths to which state-sponsored attackers can go to achieve their objectives, and of the
sophistication that their attacks can achieve.

Sabotage is not always linked to state actors. Major incidents have been caused by disgrun-
tled employees of companies who acted as insider threats, like in the case of the Maroochy
Water Services [797]. In this incident an insider whose employment had not been confirmed
decided to get revenge on the company by spilling sewage, causing major environmental
damage [797].

Espionage. Another goal that state-sponsored actors have for their attacks is spying on op-
ponents and prominent adversaries. Research has shown that state actors make prominent
use of spearphishing (i.e., targeted phishing) to lure activists and companies into installing
malware that is later used to spy on them [726, 798]. In other cases, state actors infect sen-
sitive systems (e.g., servers in large corporations), with the goal of stealing sensitive infor-
mation [799]. The security industry has dubbed these long-standing, sophisticated attacksAdvanced Persistent Threats.
Disinformation. In the past two years evidence has emerged that state-sponsored actors
have been involved in spreading disinformation on social media [719, 800, 801, 802]. This
has been done through troll accounts that acted to polarise online discussion on sensitive
topics [803].While social networks such as Twitter havemade data about accounts related to
state-sponsored disinformation publicly available [719, 800], rigorous evidence is still missing
on how these operations are carried out on the backend. For example, the extent in which the
accounts involved in disinformation are controlled by human operators as opposed to bots
is not clear.

7.2 THE ELEMENTS OF A MALICIOUS OPERATION
[804][805][806][807, 808][722][809, 810]

As we showed in Section 7.1, malicious operations can use rather complex infrastructures,
particularly in the case of organised crime, which is mostly motivated by two facts. First, the
criminal needs these operations to be as cost effective as possible (and consequently make
the highest possible profit). Second, multiple actors (law enforcement, security companies,
the users themselves) are constantly attempting to take down these malicious operations,
and the criminal has, therefore, a need to make them resilient to these takedown attempts.

To ensure that the criminals’ needs are met in this scenario, in recent years we have wit-
nessed a specialisation in the cybercriminal ecosystem, where different actors specialise in
a specific element required for the operation to succeed; themiscreants then trade these ser-
vices with each other on the black market. In this section, we provide an overview of the ele-
ments required for a cyber-dependent organised criminal operation to succeed, as described
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in Section 7.1. Many of the elements discussed, however, also apply to the other types of
adversarial behaviours described in that section.

Affiliate Programmes
The main goal of organised crime is to make money from their operations. This requires
not only a well-oiled technical infrastructure to make sure that their botnets operate properly
but, perhaps more importantly, a working method to collect payments from victims (or from
sponsors, in the case of DoS), while making sure that all the actors involved in the operation
get paid.

In the cybercriminal world, this is typically done through affiliate programmes. An affiliate pro-
gramme is a scheme where main organisation provides a ‘brand’ and all the means required
to carry out orders, shipments and payments. Affiliates can join the program, direct traffic to
the platform, and get a cut of the sales that they are responsible for. Although this scheme
exists for legitimate businesses (e.g., Amazon has an affiliate programme), it has been par-
ticularly successful for cybercriminal operations. The main difference between legitimate
and criminal affiliate programmes is that the second category of operations typically deals
with products that are considered illegal in most jurisdictions (e.g., counterfeit pharmaceuti-
cals, gambling, counterfeit designer products) and they typically endorse criminal promotion
techniques (e.g., the use of malware or black hat search engine optimisation).

Affiliate programmes are popular in the cybercriminal world because they mean affiliates do
not have to set up their operations from start to finish, but rather focus on attracting traffic,
for example by setting up botnets and sending email spam advertising the affiliate market-
place. The first successful examples of affiliate programmes for cybercrime were centred
around email spam, and were advertising counterfeit pharmaceuticals [759, 763, 764]. How-
ever, affiliate programmes are present in most types of cyber-dependent crime, an example
being the Cryptowall ransomware operation.6

In addition to providing the monetisation necessary for cybercriminal operations, affiliate
programmes also act as facilitators for criminals to get in contact and trade the services
that are needed for the operation to succeed. This is typically done by setting up a forum
where affiliates can trade their services [723, 763]. Gaining access to these forums typically
requires vetting by the affiliate programme administrators.

Infection vectors
As discussed earlier, the first step required by criminals to perform a malicious activity is of-
ten infecting their victims with malware. To this end, the criminals need to first expose their
potential victims to the malicious content, and then have them install it on their machines
(through either deception or by exploiting a software vulnerability in their system). In the fol-
lowing, we survey three popular methods on delivering malware to victim computers. Note
that, while other infection vectors are possible, such as physical access to a network or hi-
jacking a wireless network, to date we are not aware of any large-scale compromise involving
these infection vectors, and therefore we do not focus on them.

Malicious attachments. Possibly the oldest method of delivering malware is attaching ma-
licious software to spam emails, disguising it as useful content that the user might want to
open. This spreading technique was made popular by email worms in the early 2000s, such

6https://www.secureworks.com/research/cryptowall-ransomware
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as the ‘I love you’ worm [811], but it is still a popular way of deliveringmalware to victims [723].
In the commoditised economy described previously, it is often the case that a criminal who
wants to spread a malware infection pays another criminal who already has control of a bot-
net to deliver the payloads [716]. To be successful, the content used for this infection vector
needs to convince the user to click on the attachment and install it. To this end, criminals
often use deception techniques to make the content look interesting and appealing, similar
to the techniques discussed for phishing [715]. This deception falls into the area of social
engineering [812].

Black hat search engine optimisation. Search Engine Optimization (SEO) is a popular prac-
ticewherebywebmasters optimise their content so that it is better indexed by search engines
and appears among the first hits for relevant searches. Cybercriminals are also interested in
having their malicious Web pages appear high in search results, because this increases the
chances that potential victims will find them and click on them. To accomplish this, spe-
cialised criminals offer black hat SEO services. As a result of these services, malicious web-
sites are pushed high up in search engine rankings for keywords that are unrelated to the
website [813]. This happens particularly often in proximity with popular events (e.g., sports
and political events), because people will be more likely to search for keywords related to the
event. To achieve effective black hat SEO, cybercriminals compromise vulnerable websites
and use them to promote their customers’ webpages (e.g., by adding invisible links and text
pointing to the target webpage).

Drive-by download attacks. Although deceptively luring users into installing malware works,
having an automatedmethod that does not require human interaction is more advantageous
for cybercriminals. To this end, cybercriminals have perfected so-called drive-by download
attacks [805]. As part of one of these attacks, the victim visits a webpage under the control
of the criminal (e.g., encountered through black hat SEO). The webpage contains malicious
JavaScript code that will attempt to exploit a vulnerability in the user’s Web browser or in one
of its plugins. If successful, the Web browser will be instructed to automatically download
and install the malware.

To host their malicious scripts, cybercriminals often compromise legitimate websites [814].
An alternative trend is purchasing Web advertisement space and serving the malicious con-
tent as part of the ad, in a practice known as malvertisement [815].
Compromising of Internet-connected devices. As more devices get connected to the Inter-
net (e.g., Internet of Things (IoT) devices), an additional opportunity provided to attackers is
scanning the Internet for devices that present known vulnerabilities and exploit them to build
large botnets. A prominent example of this was the Mirai botnet [682].

Infrastructure
Another important element that criminals need for their operations to succeed is where to
host their infrastructure. This is important for both affiliate programmes (e.g., where to host
fraudulent shopping websites) as well as for botnet operations. Law enforcement and Inter-
net Service Providers (ISPs) are continuously monitoring servers for evidence of malicious
activity [806], and will take them down if this activity can be confirmed, which would put the
criminal operation in jeopardy.

Bulletproof hosting service providers. To maximise the chances of their operations being
long-lived, cybercriminals resort to using so-called bulletproof hosting service providers [759,
816]. These providers arewell known not to comply with law enforcement takedown requests.
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This is made possible by either being located in countries with lax cybercrime legislation, or
by the service provider operators actively bribing local law enforcement [759]. Bulletproof
hosting service providers typically charge their customers more money than a regular ISP
would. As such, they become a hotspot of illicit activity, since malicious users congregate
there because of their guarantees, but legitimate users have no incentive to use them. De-
spite providing higher guarantees for cybercriminals, bulletproof hosting service providers
are not invincible to takedown efforts. In particular, ISPs need to be connected to each other
to be able to route traffic, and an ISP that is uniquely hosting malicious content could be
disconnected by the other providers without many consequences for legitimate Internet traf-
fic [759].

Command and control infrastructure. A botnet requires a command and control (C&C) infra-
structure that infected computers can be instructed to connect to, receive orders and report
on progress in the malicious operation. Originally, botnets would use a single command and
control server, although this would be a single point of failure. Even assuming that the server
was hosted by a bulletproof hosting provider, and could not therefore be taken down, the fact
that the server had a unique IP address meant that it could easily be blacklisted by security
companies.

Tomitigate this problem, cybercriminals cameupwith C&C infrastructures that are redundant
and more difficult to take down. An example is the multi-tier botnet infrastructure, where
bots are instructed to connect to an intermediary C&C server, which is then responsible for
relaying the information to and from a central control server [817]. This infrastructure makes
the botnet more resilient, because even if some of the relays are taken down, the central C&C
is still operational and additional relays can be added. In addition, the infected computers
never see the IP address of the central C&C server, making it more difficult to locate and
take down. A variation of this model is peer-to-peer botnets, where infected computers with
particularly good connectivity and public IP addresses are ‘elected’ to act as relays [818].
This infrastructure increases the flexibility that the criminal has and reduces the cost of the
operation, because the criminal does not have to spend money to install relays. However,
the botnet infrastructure becomes vulnerable to infiltration, whereby researchers can create
fake bots, be elected as relays and are thus suddenly able to monitor and modify the traffic
coming from the central C&C [17].

Additional techniques used by cybercriminals to make their control infrastructure more re-
silient are Fast Flux [706], where criminals usemultiple servers associated with the C&C infra-
structure and rotate them quickly to make takedowns more difficult, and Domain Flux [819],
in which the domain name associated to the C&C server is also rotated quickly. Both meth-
ods are effective in making the operation more resilient, but they also make the operation
more expensive for the criminal to run (i.e., they have to purchase more servers and domain
names).
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Specialised services
In this section, we describe specialised services that help criminals to set up their operations.
In addition to these dedicated malicious services, others that have a legitimate use (e.g.,
VPNs, Tor) are also misused by criminals, for example hosting drug market websites on the
Dark Net [757, 820].

Exploit kits. In the previous section, we saw that drive-by download attacks are a powerful
weapon that a cybercriminal can use to infect computers with malware without any human
interaction. The problem with effectively performing these attacks, however, is that they re-
quire an exploit to a software vulnerability in the victim’s system. Since cybercriminals want
to infect as many victims as possible, it is challenging to find an exploit that can work on
the systems of the majority of potential victims. In addition to this issue, exploits do not age
well, since software vendors routinely patch the vulnerabilities that they know about. A cy-
bercriminal performing a sustained drive-by download operation, therefore, would need to
continuously collate exploits to multiple vulnerabilities, a task that is unfeasible, especially
when the criminal also has to run other parts of the business (e.g., the monetisation part).
Once a victim visits the exploit kit’s webpage, this tool first fingerprints the victim’s system,
looking for a potential vulnerability to be exploited. It then delivers the exploit to the victim. If
successful, the victim’s computer is instructed to download the malware of the customer’s
choice.

These issues have created an opportunity for specialised criminals to provide services for the
rest of the community. This has led to the creation of exploit kits [807], which are tools that
collect a large number of vulnerabilities and are sold on the black market for other criminals
to use. An exploit kit is typically accessible as a Web application. Customers can point their
victims towards it by compromising websites or using malicious advertisements.

Pay-per-install services. Infecting victim computers and maintaining a botnet is a complex
task, and research has shown that malware operators who attempt to do so without the
proper expertise struggle to make profits [821]. To solve this issue and satisfy the demand
for stable botnets, a new criminal service has emerged called Pay Per Install service (PPI) ser-
vices [808]. PPI operators are proficient in setting up a botnet and having it run properly. Other
criminals can then pay the PPI operator to install malware on the infected computers on their
behalf. PPI services typically offer a good level of choice granularity to their customers, who
not only choose howmany infections they want to install, but also their geographical location
(with bots in developed countries costing more than infections in developing ones [808]).

An advantage of using PPI services is that they make their customers’ cybercriminal opera-
tions more resilient: if their malware stops working, for example, because law enforcement
has taken down theC&Cservers that it uses, the criminal can resumeoperations by asking the
PPI operator to install an updated version of their malware on the victim machines. For this
reason, this malware symbiosis between PPI services and other botnets is very common in
the criminal ecosystem (see, for example, the symbiosis between Pushdo and Cutwail [723],
and between Mebroot and Torpig [716]).
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Human services
In this section, we discuss the auxiliary services that are needed for an end-to-end cyber-
criminal operation to succeed. Although these elements are not usually thought to be part of
cybercrime, they are as important to the success of a cybercriminal operation as the more
technical elements.

CAPTCHA solving services. In some cases, cybercriminals need to set up accounts on
online services to initiate their operations (e.g., a spam operation running on social net-
works [724, 725]). To protect themselves against large-scale automated account creation,
however, online serviceswidely use CAPTCHAs, which are notoriously difficult for automated
programs to solve. To solve this problem faced by cybercriminals, new CAPTCHA solving ser-
vices have been established [822]. These services take advantage of crowdsourced workers.
Once the CAPTCHA solving customer encounters a CAPTCHA, this is forwarded by the ser-
vice to one of these workers, whowill solve it. This way, the customer can proceed and create
the account on the online service.

In other cases, online services require whoever has created an online account to receive a
code texted to a phone number and issue that code back to the service. To overcome this
issue, cybercriminals can use services that automate this type of interaction [722].

Fake accounts. Since creating fake accounts is time consuming and requires the use of aux-
iliary services such as CAPTCHA solvers, cybercriminals have started specialising in the cre-
ation of fake accounts onmultiple online services, and selling themon the blackmarket [823].
Accounts on different services can have different prices, depending on the ease of creating
new accounts on the platform and on how aggressively the service suspends suspected fake
accounts.

A problem with newly purchased fake accounts is that they do not have an established ‘re-
puation’ on the social network, thus reducing their credibility to potential victims and their
reach in spreadingmalicious messages. This can bemitigated by using ‘reputation boosting’
services, which help to build a network of contacts for accounts that otherwise would not
have any. Examples of these are services offering fake likes on Facebook [824] and luring
compromised accounts into following the service’s customers on Twitter [825].

Content generation. In some cases, cybercriminals need to set up fake content to send to
their victims, whether this is for spam emails, fake websites used for black hat SEO or online
social network sites. To generate this content, the criminals can recruit workers on under-
ground forums [826].

Money mules. The main goal of many cybercriminal operations is to make money from their
victims. However, extracting money from an operation is not easy. In the case of bank fraud,
for example, even if the criminals obtain access to the victim’s bank account, they still need
to transfer money to accounts under their control without being detected and apprehended.

To facilitate these monetisation operations, criminals take advantage of money mules [827].
These are people who are recruited by criminals to perform money laundering operations
and make it more difficult for law enforcement to track the money obtained from an illicit op-
eration. In a money mule scheme, the criminal recruits a person to act as a mule and sends
them money by using traceable means (e.g., a check or a wire transfer). The mule is then
instructed to transfer the money to an account under the criminal’s control by using untrace-
able means (e.g., Western Union). The mule is also told that they can keep a percentage of
the amount as a payment. Since these untraceable transactions need to be carried out in
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person by the mule, they constitute a weak point in the monetisation operation, meaning that
law enforcement could identify and arrest the mule before the money is transferred. In fact,
even if stolen money is never mentioned, the mule is participating in money laundering when
he/she accepts this job.

An alternative way of monetising malicious operations, which is used in the case of stolen
credit cards, is reshipping mules [775]. In these operations, criminal agencies recruit unsus-
pecting users advertising a ‘shipping agent’ job. Then other criminals can recruit the services
of these agencies, and purchase expensive items using stolen credit cards (e.g., electronics,
designer goods), while sending them to themule’s home address. Themule is then instructed
to open the packages and reship the goods to a foreign address, where they will be sold on
the black market.

Payment methods
As criminals need to have money transferred to them, they can use a number of different
payment methods, each carrying a different level of risk and being more or less familiar to
the victims.

Credit card processors. Most transactions online are performed by credit cards. To collect
as many customers as possible, cybercriminals tend to accept credit card payments too.
McCoy et al. showed that 95% spam affiliate programmes between 2007 and 2012 accepted
credit card payments [763], and that DDoS services that did not accept credit cards suffered
with regard to the numbers of customers that they were able to attract [784]. Credit card
processors keep track of the chargebacks that a company has on its accounts, and toomany
complaints from customers usually result in the company’s accounts being terminated. For
this reason, many cybercriminal operations offer ‘customer support’ to their victims, offering
refunds if they are not satisfied with their purchases [809].

A challenge that cybercriminals face is finding banks that are willing to process their pay-
ments. Typically, these banks would charge them higher transaction fees (10-20%) to cover
the risk of dealing with criminal operations [763]. Despite these increased fees, it is not guar-
anteed that the criminal operation will be safe: similar to what happens with bulletproof host-
ing ISPs, banks need to maintain good relations with their peers, otherwise they will be dis-
connected from the financial network [804].

Paypal. Another payment method that is familiar to users is Paypal. For this reason, Paypal
is often accepted by criminals offering illicit services. While user friendly, criminals face the
issue that the platform is centralised, and Paypal can keep track of fraudulent payments and
terminate the accounts that are found to be in breach of the terms of service [813].

Western Union and other ‘untraceable’ payments. Other forms of payment offer more
anonymity for cybercriminals, and are less risky as well as being not as well regulated. Exam-
ples are money exchanges (e.g., Western Union, Money Gram) or pre-paid vouchers (Money
Park). These are often used by criminals to transfer funds [828]. To cash themoney, these ser-
vices only require a unique code and an identification document. Depending on the country
where the criminal is located, however, the ID requirement might not be very rigorous.

Historically other ‘anonymous’ payment methods have existed such as Liberty Reserve, Web
Money and eGold [722]. These virtual currencies allowed criminals to easily make payments
as they took advantage of the loose regulations in their country of origin (e.g., Liberty Reserve
was based in Costa Rica). After crackdowns on these payment methods by law enforcement,
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Figure 7.1: Example of an attack tree describing the action of breaking into a server.

criminals moved to other payment methods.

Cryptocurrencies. At the time of writing, probably the safest form of payment for cyber-
criminals is cryptocurrencies. These payments have become popular for multiple types of
cybercriminal operations, from ransomware [783] to drug market payments [714]. While re-
search has shown that customers are reluctant to use services that only accept cryptocur-
rencies [784], this type of payment still works when victims have no choice (e.g., in the case
of ransomware) or are very motivated (e.g., in the case of drug markets).

While more anonymous than other payment methods, research has shown that payments
made in Bitcoin can be traced [810]. In addition, often cryptocurrencies need to be converted
into realmoney by criminals, and themoney ceases to be anonymous at that point. Additional
concerns arise from the risks involved in making payments on cryptocurrency exchanges.
Moore et al. showed that it is not uncommon for Bitcoin exchanges to suffer breaches that
result in losses of currency [829]. Exit scams, where an exchange vanishes with all the cur-
rency stored in it, are also a problem [830].

7.3 MODELS TO UNDERSTAND MALICIOUS OPERATIONS
[79][831][832, 833, 834][722][835]

As shown in the previous sections, malicious operations can be quite complex and entail
multiple technical elements and multiple actors. It is, therefore, necessary for defenders to
have the appropriate means to understand these operations, so that they can develop the
best countermeasures. In the following, we survey a number of models that have been pro-
posed to model malicious operations. Thesemodels come from a number of research areas,
including computer security, criminology and war studies. Note that for space reasons we
cannot discuss all the techniques that have been proposed in the literature to model attacks.
For a more comprehensive list, we point the reader to [836].

Attack trees
The first way to model attacks against computer systems involve attack trees [79]. Attack
trees provide a formalisedway of visualising a system’s security during an attack. In an attack
tree, the root node is the goal of the attack, and its child nodes are the ways an attacker can
achieve that goal. Going down the tree, each node becomes a sub-goal that is needed for the
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attack to succeed, and its children are possible ways to achieve it.

Figure 7.1 represents an example of an attack tree. In this example, the attackers aim to
compromise a server. To do this, they have two choices: they can either exploit a vulnerability
or they can obtain the password to the root account and log in using normalmeans. To exploit
a vulnerability, they can either develop the exploit themselves or purchase an already existing
one, perhaps through an exploit kit. If the attackers decide to use the account’s password to
log into the server, they first need to obtain it. To do this, they can either install malware on the
server administrator’s computer to log the password as they input it (i.e., a keylogger), guess
the password using a list of commonly used ones or perform a bruteforce attack, and finally
extort the password from the owner. The attack graph could then be further refined with
the possible ways the attacker could perform these actions (e.g., extorting the password by
blackmailing the owner, by kidnapping them etc.).

Attack trees allow two types of nodes, ‘or’ nodes and ‘and’ nodes. ‘Or’ nodes represent the
different ways attackers can achieve a goal (i.e., the children of any node in Figure 7.1). ‘And’
nodes, on the other hand, represent the different steps that all need to be completed to
achieve the goal. Once the tree has been created, security analysts can annotate it to as-
sess the system’s risk to the attack, for example, by marking the various attack strategies as
feasible or unfeasible, by assigning likelihood scores to them or by estimating the cost for
an attacker to perform a certain action. The scores can then be propagated along the tree
following specific rules [79] to assess the overall feasibility and likelihood of the attack.

Another model that is related to attack trees is attack graphs [837]. While attack trees are
limited to single targets, attack graphs allow to model attack actors, vectors, vulnerabilities,
and assets. Another useful model to understand network attacks are attack nets [838].

Kill chains
Another useful tool that can be used to model and understand attacks is kill chains. In the
military context, a kill chain is a model that identifies the various phases involved in an at-
tack.7 In the computer world, Hutchins et al. developed a Cyber Kill Chain [831] that models
the different steps involved in a malicious operation conducted against computer systems.
In their model, Hutchins et al. identify seven phases. The model is designed for operations
where the attacker identifies, compromises and later exploits a computer system, and, there-
fore, not all the phases apply to all the adversarial behaviours discussed in this document.
The seven phases are the following:

1. Reconnaissance, when attackers identify possible targets. This phase could comprise
an attacker scanning the network looking for vulnerable servers or a spammer purchas-
ing a list of victim email addresses on the black market.

2. Weaponisation, when an attacker prepares the attack payload for use. This could con-
sist in developing a software exploit against a newly identified vulnerability or crafting
an advance-fee-fraud email.

3. Delivery, when the attacker transmits the payload to its victim. This could consist in
setting up amaliciouswebserver, purchasing advertisement space to perform amalver-
tising attack or sending an email containing a malicious attachment.

7https://en.wikipedia.org/wiki/Kill_chain
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4. Exploitation, when the target’s vulnerability is exploited. This phase could entail a drive-
by download attack, or the victim being lured into clicking on a malicious attachment
through deception.

5. Installation, whenmalicious software is downloaded, thus allowing the attacker to ben-
efit from the victimmachine. In their paper, Hutchins et al. considered an attacker want-
ing tomaintain constant access to the victim computer, using a type of malware known
as a Remote Access Trojan (RAT) [839].

6. Command and control, when the attacker establishes a C&C infrastructure and a com-
munication protocol to control the infected computer.

7. Actions on objectives, when the infection is monetised. This could entail stealing
sensitive information from the victim computer, encrypting the victim’s data with ran-
somware, mining cryptocurrencies, etc.

For each of the seven steps, Hutchins et al. identified strategies to disrupt the malicious
operations, following five possible goals (Detect, Deny, Disrupt, Degrade, Deceive). Examples
of these techniques include patching vulnerabilities, setting up intrusion detection systems
on the network or deceiving the attacker by setting up honeypots [840].

Similar kill chains have been proposed by other researchers over the years. An example is the
one proposed by Gu et al. to model botnet infections [688]. In this model, the authors identify
five phases where an infection is separated: an inbound scan (similar to phase one in the
previously described model), an inbound infection (similar to phase four from the previous
model), an ‘egg’ download (analogous to phase five), a C&C phase (the same as phase six),
and an outbound scan. At the time of developing this model, botnets were mostly acting as
computer worms [841], scanning for vulnerable computers, infecting them, and using them
to propagate further. While this model correctly depicted early botnets, it ceased to map
reality when botmasters started using other methods to install their malware and monetise
their infections. Nowadays, worms are almost extinct, with the exception of the infamous
WannaCrymalware [842]. This example shows that it is difficult to developmodels of attacker
behaviour that are resilient to changes in the modus operandi of attackers.

Environmental criminology
While cybercrime is a relatively new threat, physical crime has been studied by scholars for
decades. It is, therefore, interesting to investigate whether this established body of knowl-
edge can be applied to better understand and mitigate the emerging threat of online crime.
Environmental criminology, in particular, is a branch of criminology that focuses on criminal
patterns in relation to the space where they are committed and to the activities of the actors
involved (victims, perpetrators, and guardians) [832]. A particular challenge that arises when
we attempt to apply environmental criminology theory to cybercrime is that the concept of
‘place’ on the Internet is not as well defined as in the real world. In the following, we briefly
review the key concepts of environmental criminology, and provide some examples of how
they could be applied to mitigating Internet crime.

Routine activity theory. Routine activity theory is a commonly used concept in environmental
criminology, postulating that the occurrence of crime is mostly influenced by an immediate
opportunity for one to commit a crime [843]. In particular, routine activity theory states that
for a crime to happen, three components need to converge: (i) a motivated offender, (ii) a
suitable target and (iii) the absence of a capable guardian.
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These concepts could be useful for better modelling malicious activity online. For example,
research has shown that botnet activity reaches a peak during daytime, when most vulner-
able computers are switched on and the victims are using them, while it drops significantly
overnight [716]. In routine activity theory terms, this can be translated to the fact that when
more potential victims are online, the opportunity for criminals to infect them increases and
this results in an increase in botnet activity.

Rational choice theory. Rational choice theory aims to provide a model as to why offenders
make rational choices to commit crime [844]. In the case of cybercrime, this model could
be useful for understanding the reaction of criminals to mitigation as a rational choice, and
help to model the implementation issues introduced by situational crime prevention such
as displacement. For example, when a bulletproof hosting provider is taken down by law
enforcement, what factors play a part in the criminal’s choice of the next provider?

Pattern theory of crime.Another theory, called the pattern theory of crime, allows researchers
to identify various places that are related to crime. These places are likely to attract offend-
ers (crime attractors), they generate crime by the availability of crime opportunities (crimegenerators) and they enable crime by the absence of place managers (crime enablers).
Although defining places in cyberspace is not as straightforward as in physical space, think-
ing in terms of pattern theory can help identify locations that are hotspots for cybercrime,
whether they are particularly appealing targets, such as corporations storing sensitive data
(attractors), poorly configured systems that are easier to compromise (generators) or online
services with poor hygiene that do not react promptly to spam/malware posted on their plat-
forms (enablers). Identifying these hotspots can then be used to design appropriate counter-
measures against the malicious activity (e.g., to whom to direct education campaigns).

Situational crime prevention. Situational crime prevention comprises a set of theories and
techniques that aim to reduce crime by reducing the opportunities for crime [845]. The ideas
behind situational crime prevention are based on three main concepts, which also apply to
cybercrime:

• Crime is much more likely to happen in certain places (hotspots). This idea applies to
the context of cybercrime. As we have seen, criminals tend to concentrate their mali-
cious servers in bulletproof hosting service providers, which provide them with guaran-
tees that their operations can continue for long periods of time. At the opposite end
of the spectrum, regarding victims, criminals tend to target computers with vulnerable
software configurations, which also constitute hotspots in this acception.

• Crime is concentrated in particular ‘hot products’. This also applies to cybercrime, with
miscreants focusing on whichever operations yield the highest profits (i.e., at the time
of writing, ransomware).

• Repeat victims are more likely to experience crime compared to other people. In the
context of cybercrime, the same concept applies. A vulnerable computer that is not
patched is likely to be compromised again [841]. Similarly, in the case of advance fee
fraud, victims are likely to repeatedly fall for the fraud, because the narrative used by the
criminals particularly resonateswith them [751]. In addition to the natural predisposition
of victims to fall for similar scams again, criminals actively seek to contact past victims
of fraud, by compiling so-called suckers lists and sharing them with each other [846].

To reduce the opportunities for crime, situational crime prevention proposes five categories
ofmitigations. In the following, we list themalongwith some examples ofmitigations against
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cybercrime that have been proposed in the computer science literature and that can be
grouped into these categories:

• Increase the effort of crime. Mitigations here include deploying firewalls and setting
up automated updates for software installed on computers.

• Increase the risk of crime. Mitigations here include reducing payment anonymity (e.g.,
requesting an ID when someone cashes money from Western Union).

• Reduce rewards. Mitigations here include blocking supicious payments or parcels, or
penalising malicious search results.

• Reduce provocations. Examples here include applying peer pressure to rogue ISPs and
banks.

• Remove excuses. Typical mitigations in this category include running education cam-
paigns or setting up automated redirects to divert victims who would have viewedmali-
cious content, explain to them what happened and urge them to secure their systems.

An interesting aspect of the situational crime prevention framework is that it identifies,
for each mitigation, the implementation issues that arise when putting the mitigation in
place [845]. In the case of cybercrime, the two implementation issues that are most relevant
are adaptation and displacement.
Adaptation embodies the fact that criminals will actively attempt to circumvent any mitiga-
tion by making their operation stealthier or more sophisticated. This is a typical arms race
that can be observed in computer security research. When researchers started compiling
blacklists of IP addresses known to belong to C&C servers, criminals reacted by developing
Fast Flux. When making payments through traditional means became more difficult due to
increased vetting, criminals moved on to cryptocurrencies. Considering adaptation is impor-
tant when designing mitigations against cybercrime. In particular, effective mitigations are
those which the criminal cannot easily react to, or where adaptation comes at a financial
price (e.g., a reduction in revenue).

Displacement represents the fact that oncemitigations are put in place, criminals can simply
move their operations elsewhere. While in the physical world how far criminals can travel is
dictated by practical constraints, on the Internet moving from one ‘place’ to another is virtu-
ally free. Examples of displacement include criminals starting to register DNS domains with
another registrar after their preferred one increased the domain price to curbmisuse [847], or
amultitude of drugmarkets opening to fill the gap left by Silk Road’s takedown [714]. Displace-
ment effects are important when planning action against cybercrime. Generally speaking, a
mitigation should make it difficult for criminals to move elsewhere. Conversely, a mitigating
action that simply displaces a cybercriminal operation without affecting its effectiveness is
probably not worth pursuing.

Researchers have applied Situational Crime Prevention to a number of computer crimes,
including organisational data breaches [833] and the mitigation of software vulnerabili-
ties [834]. Following the discussion in this section, however, this framework could be applied
to any criminal activity that happens online.

Crime scripting. Another useful technique that can aid the analysis of malicious activities on
the Internet from the field of criminology is crime scripting [848]. As part of this technique,
researchers extrapolate the sequence of steps performed by an adversary to commit their
offences. For example, in a romance scam, fraudsters create a fake account on a dating
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profile, the identify a suitable victim, go through a grooming phase, followed by the actual
fraud when the scammer asks their victim for money. Dissecting the various steps of an
offence can be useful to better understand it and to identify potential interventions. Crime
scripting is somewhat related to kill chains, although the two techniques were developed in
completely independent areas.

Modelling the underground economy as a flow of capital
As discussed in Section 7.1, many malicious operations are performed by criminals with the
goal of making money from their victims. For this reason, following the flow of money is a
useful way to better understand malicious operations, and in particular identify bottlenecks
that could be leveraged to develop mitigations against them and stop criminals [804, 849].

Thomas et al. presented amodel that is designed to keep track of amoney flowwithin a cyber-
criminal operation [850]. As part of this model, they introduced two elements that are needed
for a cybercrime operation to run: profit centres, through which victims transfer new capital
into the criminal operation, and support centres, which can facilitate the criminal operation by
providing several services for a fee. Money is introduced into the ecosystem through profit
centres, and is then consumed by the various actors involved in it, who provide tools and
services for each other. As an example, in an email spam operation, the profit centre would
be victims purchasing counterfeit pharmaceuticals from an affiliate programme, while all the
services needed by the spammers to operate (e.g., bulletproof hosting providers to host the
C&C servers, pay-per-install services to deliver the malware, content generation services to
create the spam content) are support centres. This model provides an interesting conceptu-
alisation of how money flows into the cybercriminal ecosystem and how wealth is divided
between the different actors there. By cross-referencing it with real world data, it can also
help to form an idea of the profit that each criminal is making, and of the revenue of the
operation.

Another interesting aspect of tracing the cash flow of cybercriminal operations is that at
some point the criminals will want to cash out, which will be done using traditional payment
methods (see Section 7.2). Since these interactions happen in the physical world, it is easier
for law enforcement to trace them and potentially apprehend the criminals [849].

Attack attribution
When talking about malicious activities, attribution is important. Law enforcement is inter-
ested in understanding what criminals are behind a certain operation, and in particular at-
tributing apparently unrelated cybercriminal operations to the same actors could help build
a legal case against them. In similar fashion, governments are interested in identifying the
culprits behind the attacks that they receive. In particular, they are interested in finding which
nation states (i.e., countries) are behind these attacks.

Attribution, however, is a controversial topic in cyberspace. As we discussed previously, the
concept of ‘place’ is relative for computer attacks, and attackers can easily route their net-
work connections through proxies or compromised machines in third countries, thus hiding
their actual location. It is reasonable to assume that the same actors will follow a similarmodus operandi in their attacks, and in particular will use the same software exploits to break
into their victims’ systems. These exploits and code artefacts could be used to identify state-
sponsored groups or other attackers (See theMalware & Attack Technology Knowledge Area
(Section 6.5.2), for more details). Unfortunately, this approach has twomain drawbacks. The
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first is that the commodisation of cybercrime services has enabled attackers to use exploit
kits, which contain a large number of exploits and, therefore, increase the likelihood of an at-
tack happening.While advantageous for attackers, this trendmeans that the exploits used be-
come a less significant signal for identifying attackers, especially those who do not have the
sophistication to exploit vulnerabilities in house (e.g., cyber-enabled cybercriminals). The ex-
ception to this trend is state-sponsored actors, who unlike traditional criminals usually have
very specific targets. For this reason, they can tailor their attacks more carefully, and even
develop new exploits to hit a specific victim. Most importantly, they often develop exploits
for vulnerabilities that are not publicly known, also known as zero days attacks [794]. Being
unique to an actor, they could be used to identify who is behind a specific attack. An issue
here is that, once an exploit is used, it could be intercepted by the victim (or anyone on the
network) and later used against another target affected by the same vulnerability. This would
actively mislead attribution. Recent leaks have shown that the CIA has been actively collect-
ing exploits used by other nation states and adding them to their arsenal, thus allowing them
to make it look like another country was behind any given computer attack.8

Rid et al. proposed a framework to systematise the attribution efforts of cyberattacks [835].
Within this framework, they identified three layers of analysis that are needed to correctly
perform attribution: tactical, operational and strategic. The tactical component consists of
understanding the technical aspects that composed the attack (the how), the operational
component consists of understanding the attack’s high-level characteristics architecture and
the type of attacker that we are dealing with (the what), while the strategic component deals
with understanding the motivation behind the attack (the why).
While this framework was developed with state-sponsored attacks in mind, it could be used
to attribute other types of malicious activity. For example, to attribute an online hate attack
orchestrated by 4chan’s Politically Incorrect Board, [735] one could trace the hate messages
reaching the victim (how), observe the personal information of the victim on the board (what)
and analyse the discussion about the victim to understand the motivation behind the attack
(why).
CONCLUSION
In this document, we presented an overview of the adversarial behaviours that exist on the
Internet at the time of writing. We surveyed various types of malicious operations, depend-
ing on the attacker’s motivations and capabilities, and analysed the components that are
required to set up successful malicious operations. Finally, we described a number of mod-
elling techniques from a variety of fields (computer science, criminology, war studies) that
can help researchers and practitioners to better model these operations. We argued that hav-
ing good models is of fundamental importance to developing effective mitigations that are
difficult to circumvent.

8https://en.wikipedia.org/wiki/Vault_7
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INTRODUCTION
The roots of Security Operations and Incident Management (SOIM) can be traced to the orig-
inal report by James Anderson [851] in 1981. This report theorises that full protection of the
information and communication infrastructure is impossible. From a technical perspective,
it would require complete and ubiquitous control and certification, which would block or limit
usefulness and usability. From an economic perspective, the cost of protection measures
and the loss related to limited use effectively require an equilibrium between openness and
protection, generally in favour of openness. From there on, the report promotes the use of
detection techniques to complement protection. The next ten years saw the development of
the original theory of intrusion detection by Denning [852], which still forms the theoretical
basis of most of the work detailed in this KA.

Security Operations and Incident Management can be seen as an application and automa-
tion of the Monitor Analyze Plan Execute-Knowledge (MAPE-K) autonomic computing loop
to cybersecurity [853], even if this loop was defined later than the initial developments of
SOIM. Autonomic computing aims to adapt ICT systems to changing operating conditions.
The loop, described in figure 8.1, is driven by events that provide information about the current
behaviour of the system. The various sequential steps of the loop analyse the event stream
(trace) to provide feedback to the system, changing its behaviour according to observations
and policies, enabling automatic adaptation to best provide service for users. The develop-
ments of SOIM have increased in automation and complexity over the years, as a result of
our increasing reliance on the proper service delivery of the ICT infrastructure. These devel-
opments have slowly covered most of the spectrum of the MAPE-K loop.

After nearly 40 years of research and development, the Security Operations and IncidentMan-
agement domain has reached a sufficient maturity to be deployed in many environments.
While early adoptersweremainly located in ICT-intensive sectors such as telecoms and bank-
ing, it is finding its place in sectors that are increasingly embracing or converting to digital
technologies. Yet, research is still very active in addressing the many remaining challenges.
With respect to detection, new emerging environments driven by new technologies and ser-
vices are requiring the acquisition and analysis of new data streams. The tools, techniques
and processes available today for detecting and mitigating threats also regularly fail to pre-
vent successful attackers from penetrating and compromising ICT infrastructures, without
regular users noticing. Extremely large-scale events also occur at regular intervals, and there
is a definite need for progress in terms of reaction to attacks.

The Security Operations and Incident Management knowledge area description starts by in-
troducing some of the vocabulary, processes and architecture in section 8.1. It then follows
the loop concepts, discussing detection at the sensor level, both looking at data sources
(Monitor, section 8.2) and detection algorithms (Analyze, section 8.3). It then discusses Secu-
rity Information andEventManagement, instantiatingAnalyze fromamore global perspective
than sensors, Plan in section 8.4 and examples of Execute. Using the Security Orchestration,Analytics and Reporting (SOAR) concept, it further develops the modern aspects of the Plan
and Execute activities in section 8.5. Of course, all these activities are built upon a Knowledge
base. Several knowledge components are described in section 8.6. The KA concludes with
human factors in section 8.7.
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CONTENT

8.1 FUNDAMENTAL CONCEPTS
[852, 854]

TheSOIMdomain assumes that theworkflowof theMAPE-K loop is implemented in technical
components, deployed in an ICT infrastructure. Section 8.1.1 establishes a few fundamental
vocabulary references in the SOIM domain, and section 8.1.2 describes the deployment of
these concepts in a generic ICT infrastructure.

8.1.1 Workflows and vocabulary
Figure 8.1 adapts the generic MAPE-K loop to SOIM. In addition to the ICT system being pro-
tected and monitored to detect attacks, two major actors influence the evolution of the loop;
the Internet as a whole and the regulatory context in which the ICT system provides services.
The Internet is the source of both service requests and threats, but also of intelligence about
these threats. Regulatory bodies such as national agencies, and industry bodies provide ad-
ditional threat and detection information and request information sharing.

Figure 8.1: MAPE-K Autonomic computing loop instantiated to SOIM

Figure 8.1 illustrates the positions of the components that carry out the SOIM workflows, us-
ing three partial loops. The innermost one, Intrusion Detection Systems (IDS), was the subject
of the earliest work, coveringmonitoring and detection. The second one, Security Information

KA Security Operations & Incident Management | October 2019 Page 253

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

and Event Management (SIEM) platforms, extended detection and started covering response
planning and execution.More recently, Security Orchestration, Analytics and Reporting (SOAR)
platforms have driven further analytics and responses, enabling more advanced and global
responses to cyberthreats. The knowledge base used in SOIM has gradually expanded over
the years, as more intelligence has become necessary to detect and mitigate attacks. The
key difference between knowledge and events is time. Events are produced and consumed,
while knowledge is more stable.

TheMonitor activity is essentially covered by IDSes. The various data sources includedwithin
the scope of monitoring are described in section 8.2.

The Analyse activity, also covered by IDSes, aims to determine whether some of the informa-
tion acquired constitutes evidence of a potential attack. From 1990 to 2000, many research
projects developed advanced Intrusion Detection System prototypes. As a result, the first
network-based IDS was commercialised in 1996, automating the first part of the MAPE-K
loop. However, section 8.3 illustrates that the constraints associated with real-time event
processing and limited coverage require additional tools. This is the objective of the second
loop, SIEM platforms.

Technology has evolved to a point where IDSes have been transformed into Intrusion Pre-
vention Systems (IDPS) [855]. This is elaborated further in section 8.5.1. The text of the KA
will use IDPS from now on, except when the concept is focusing on detection, where IDS will
remain.

Plan activity is essentially the realm of SIEM platforms. The deployment of these IDS sensors
created the need to manage operationally large volumes of alerts, which led to the develop-
ment of these SIEM platforms. They provide both additional analysis and initial planning to re-
spond to attacks. These large-scale, complex and expensive platforms are now consolidated
in the Security Operating Center (SOC), providing both technological and human resources.
We are now deploying the second generation of these SIEM platforms to accommodate in-
creasingly large volumes of diverse data, and to provide additional processing capabilities.

Execute activity started being implemented in SIEM platforms mostly through manual pro-
cesses. Security orchestrators or dedicated components are now enabling partial automa-
tion of feedback to the ICT infrastructure, although this activity is less mature than the oth-
ers.

The first three (Monitor, Analyse, Plan) activities are now fully or partially automated. Au-
tomation is absolutely necessary to handle the huge amounts of event data generated by
modern ICT systems, and to describe the huge body of knowledge related to cyberattacks.
They all rely on a large body of knowledge, covering, for example, the configuration of a mon-
itored system, or detection signatures of many types and forms. New trends are also emerg-
ing, for example, Cyber-Threat Intelligence (CTI) (section 8.6.3), to better understand and de-
fend against cyberattacks. This is the topic of Security Orchestration, Analytics and Reporting
(SOAR), which aims to support better responses to threat, as well as more global informa-
tion exchange. The SOAR acronym describes an increasingly required set of functionalities
extending SOIM coverage for risk and incident management.

KA Security Operations & Incident Management | October 2019 Page 254

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

8.1.2 Architectural principles
Cybersecurity does not function in a vacuum. The Security Operations and Incident Manage-
ment domain assumes that there is an ICT system to be protected. Thus, an SOIM deploy-
ment assumes a few general architectural principles on which tools and processes can be
deployed. These concepts are described in figure 8.2.

Figure 8.2: Simplified deployment of SOIM technologies in an ICT infrastructure

An Information System, connected (or not) to the Internet, is subject to attacks. Not all these
attacks can be blocked by protection mechanisms such as firewalls. Best practices recom-
mend defining zones of different sensitivities, to control the data exchange. This frequently
and minimally takes the form of a Demilitarised Zone (DMZ) located between the inside pri-
vate network and the outside Internet, to serve as communication termination, exchange and
increased scrutiny through monitoring. To detect threats that are not blocked by protection
mechanisms, operators deploy Intrusion Prevention Systems (IDPS). IDPS sensors can use
system (section 8.2.5 ) or application log files (section 8.2.4), depicted as pages in figure
2. They can also be deployed at the network level (section 8.2.1), depicted as the two larger
pieces of equipment with magnifiers.

The SOIM infrastructure is shown at the bottom of figure 8.2. The sensors often have at least
two network attachments, an invisible one in the monitored Information System network for
collecting and analysing data, and a regular one in a protected specific SOIM network infra-
structure, where the SIEM is installed and receives the alerts. Analysts man consoles to re-
ceive alerts, assess their impact and deploy the appropriate mitigation actions. Sensor man-
agement might either use this secondary network attachement as a maintenance channel
for software and signature updates, or use yet another mechanism such as a virtual private
network to carry out the sensor maintenance.

The SOIM domain also implies processes, which are defined by the Chief Information Secu-
rity Officer and followed by analysts. The first process is related to alert processing, where
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the operator, with the help of decision support techniques provided by the SIEM, will decide
to ignore the alert, react to it following procedures, or escalate the alert to skilled analysts for
further analysis, diagnosis and decision. The second process is the deployment and mainte-
nance of sensors, deciding on where to locate them, what to capture and how to maintain
continuous monitoring. The third process is reporting, particularly crucial for managed ser-
vices, where the functioning of the SIEM and SOC are analysed for improvement.

The Security Orchestration, Analytics and Reporting components are included through theCyber-Threat Intelligence (CTI, red) and Information Sharing and Analysis Center (ISAC, green)
disks, representing the added benefit for the management platform to obtain information
from external, relevant sources and to leverage this information to increase their detection
efficiency (section 8.3) and impact assessment (section 8.5). While both interfaces provide
information to a SOC, this information is of a fundamentally different nature. CERT and ISAC
entities are trusted organisations, sometimes enabling sectoral information exchange, of-
ten established and governed by regulations. CTI is a much more fuzzy area, including open
source intelligence as well as dedicated information feeds provided by commercial compa-
nies.

8.2 MONITOR: DATA SOURCES
[852, 856]

The detection issue is relatively simple; from a continuous stream of data, the objective is
to detect localised attempts to compromise ICT infrastructures in real time. This is achieved
first by collecting information about the operation of these ICT infrastructures from traces
with many different origins.

Figure 8.3: Data sources landscape

Figure 8.3 provides a simplified conceptual view of possible data sources. The rectangles
describe concepts. The ovals describe concrete implementations of these data sources. The
rounded rectangles describe an actual format, syslog, documented and standardised, which
plays a specific role. Since it is a standardised protocol and format, it also supports log feeds
provided by networking equipment, operating systems and applications.
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Figure 8.3 is by nomeans complete. Many data sources have been considered over the years,
depending on the requirements of the use case and the detection algorithms.

Data sources broadly describe either host behaviours reporting on operating systems or ap-
plications, or network behaviours reporting communication patterns.

Data sources are event streams, traces of activity that represent the services accessed by the
users of an Information System. Data sources are inputs to sensors, which produce alerts as
outputs. Alerts represent information of interest from a security perspective. In the general
case, an event or a streamof events, acquired by a sensor, generates an alert that synthesises
the security issue found by the sensor. Alerts are covered in section 8.4.1.

The move to external resources such as cloud providers or Internet Service Providers may
limit the availability of some of the data sources, for practical reasons such as volume, or
due to privacy constraints and entanglement of multiple customer data in the same trace. It
is also possible that traces from hosted environments might be compromised or be made
available without the knowledge or authorisation of the customer.

8.2.1 Network traffic
Network data have become the de-facto standard for collecting input data for intrusion detec-
tion purposes, because of the overall reliance on networks and the ease of use of standard
formats. While the capture of packets is the most prevalent format, the scientific literature
has also used other information sources for security. Network information is sometimes not
available internally and it may be necessary to rely on Internet Service Providers, for example,
to identify attackers’ addresses and routes.

The most prevalent type of network traffic data is the full packet capture, exemplified by the
libpcap library and the tcpdump andwireshark applications. The pcap library has been ported
to many environments, and is widely available as open source, hence its success. Numerous
datasets have been made available or exchanged privately as pcaps, for almost as long as
intrusion detection research has existed and needs to be evaluated. While packet capture is
widely used, it does notmean that this information is stored in sensors. Storing pcaps require
an enormous amount of storage, hence pcap files are often reserved for research datasets or
forensics purposes. Network-based sensors may offer the capability to store a few packets
along with an alert when a detection occurs, generally the packet that triggered the detection
and a few ones belonging to the same context (TCP, etc.) that appeared quickly afterwards.
This capability is generally limited to misuse detection.

The pcap library requires the availability of a network interface that can be placed in so-calledpromiscuousmode,meaning that the interfacewill retrieve all packets from the network, even
the ones that are not addressed to it. Also, there is no need to bind an IP address to the net-
work interface to capture traffic. In fact, this is a recommended practice, to avoid interference.
This means that, in general, packet capture can occur silently and is undetectable. Despite
its popularity, there are a few issues with the pcap format that need to be considered when
manipulating it.

Volume Pcap files tend to be extremely large for any practical operational use. This often
limits capture to the investigation. Sensors generally analyse network traffic on the fly
but do not record actual packets.

Packet size The default configuration of the library acquires only the beginning (headers) of
an IP packet. Thismeans that a packet tracemight be limited to only header information.
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An incomplete or missing packet payload strongly limits detection.

Segmentation and fragmentation Information circulated on the network is recorded on
a per-packet basis. This implies that the receiving software must reconstruct the
application-level data stream. Beginnings or ends of communications might be miss-
ing.

Timestamps Network packet headers do not include any timestamp. This is added by the
capturing software and relies on an external clock.

MAC layer interpretation Capturing the MAC layer is possible, but requires a specific config-
uration. Interpreting of MAC layer information requires knowledge of the configuration
of the network segment to which the collection network interface is attached. Captur-
ing the MAC layer is required in order to detect attacks such as ARP poisoning. For
certain types of industrial control networks which run directly on top of the Ethernet
layer, capturing traffic requires adding a node and may break real-time assumptions.

Application layer interpretation The most crucial aspect of pcap analysis for cybersecurity
is analysing the application layer. IP packets are relatively autonomous bits of data.
Reliable transports, such as TCP, have inherent dynamics that need to be taken into
account when analysing the data, such as the existence of a connection or not. At the
application layer, inside the TCP/IP payload, information might be inconsistent with the
headers, or require an understanding of application logic, which is often hard to acquire,
understand and reproduce.

Encryption Encrypted traffic, and particularly TLS, is widespread. TLS ensures both the au-
thentication of the server to the client, and the confidentiality of the exchange over the
network. For monitoring, the issue is the second aspect, the impossibility to analyse
the payload of packets. The classic approach to this problem is to put an additional
dedicated box close to the application server (web, mail, etc.), often named the Hard-ware Security Module (HSM). The HSM is responsible for establishing the TLS session
before the application server provides any content. This moves the load of establish-
ing the TLS session outside of the application server. TLS-protected traffic is encrypted
and decrypted at the HSM, and flows in clear to the server. This enables network-based
IDPSes and WAFs to analyse the traffic.

Due to changing requirements, new network protocols have been introduced to support the
Internet of Things (IoT). Low-power communication protocols such as LORA have limitations
in both packet size and the number of the packets that can be transmitted per day. These
communication protocols are used mostly today as data harvesting on a large scale. Thus,
IDPSes will need information about the context of the communication to provide useful de-
tection. Isosynchronous protocols in use such as PROFINET IRT have stringent requirements
in terms of communication cycle time and determinism. These protocols are typically used
in manufacturing environments. As they mostly rely on hubs for communication, inserting a
network-based sensor may seem easy. However, the strict timing requirements of such pro-
tocols require careful validation that the IDPS does not alter these requirements. Also, this
necessitates the deployment of a second communication channel for the IDPS to send alerts
to a SIEM, which may be costly, technically difficult and may introduce additional vulnerabili-
ties to the system.
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8.2.2 Network aggregates: Netflow
The sheer size of packet captures has created the need to obtain a synthetic view of network
activity. This has created the need for a synthetic aggregated view of traffic at a relatively
low layer. Network aggregates are mechanisms for counting packets sharing certain charac-
teristics, such as source, destination, protocol or interface. These counts are performed by
network equipment as packets cross their interfaces.

Netflow [857, 858] is awidely used networkmonitoring tool used for detecting and visualising
security incidents in networks [859, 860]. In brief, this protocol records counters of packet
headers flowing through router network interfaces. Initially developed by Cisco, it has been
standardised as IPFix, RFC 7011.

As Netflow was developed by network equipment providers, it is extremely well integrated
in networks, and widely used for network management tasks. It is standardised, and even
though the commercial names differ, similar information is collected by the manufacturers
supporting the technology. Its strongest uses are certainly visualising network communica-
tions and relationships, [859] and highlighting communication patterns. Visual analytics pro-
vide a user-friendly way of understanding anomalies and their impact. Hence, Netflow is also
widely used for cybersecurity tasks.

Netflow, however, may suffer from performance degradation, both in terms of computation
and storage. Handling packets to compute Netflow counters requires access to routers CPU
(central or on interface boards). This significantly reduces the performance of network equip-
ment. Newer routers are now able to generate netflow records at the hardware layer, thus
limiting the performance impact. Another alternative is to span or tap a network interface
and to generate the netflow records independentely of the routing equipment.

Originally, to limit the CPU performance impact, operators often deploy Netflow in sampling
mode, where only one in every several thousand packets is analysed. Thus, the view recorded
by Netflowmight be extremely limited andmay completely miss events that do not reach the
scale of the sampling. Except for large-scale Denial of Service events, it is thus difficult to
rely on sampled Netflow alone for security.

8.2.3 Network infrastructure information
The networking infrastructure relies onmany protocols for proper communication. Two of its
main components, the naming and the routing infrastructure, are also of significant interest
for both attacks and detection. Reporting on routing or naming operations requires direct ac-
cess to a view of the infrastructure. Operators who participate in routing and naming usually
rely on syslog to collect information.
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8.2.3.1 Naming

TheDomainNameSystem (DNS) is one of themost crucial services on the Internet. It resolves
domain names,meaningful bits of text, to IP addresses required for network communications
but which are difficult to remember. In addition, naming is required for the Transport LayerSecurity (TLS, RFC 8446) protocol and certain HTTP mechanisms such as virtual hosting.

Despite its importance, DNS has been the subject of many vulnerabilities and attacks. The
main problem with DNS is its lack of authentication in its basic form. An attacker can thus
steal a domain through fake DNSmessages or responses. The deployment of DNSSEC offers
an authenticated response to DNS queries that will provide users with evidence of domain
name ownership.

The DNS protocol is also a natural DDoS amplifier, as it is possible for an attacker to mimic
the IP address of a victim in a DNS request, thus causing the DNS server to send unsolicited
traffic to the victim [861, 862]. Unfortunately, the current move to DNSSEC is unlikely to be
able to help [863, 864].

Another issue related to DNS is the detection of botnet activity. Once a malware has infected
a computer, it needs to communicate with the C&C server to receive orders and carry out the
requested activity. While it is not the only C&C communication channel used by bot herders,
DNS is attractive as a communication channel for attackers because it is one of the few pro-
tocols that is highly likely to go through firewalls, and whose payload will be unaltered. In
order for this to work, attackers need to set up, and defenders need to detect malicious do-
mains [865]. The most common defence mechanism is DNS domain name blacklists, but its
efficiency is hard to evaluate [866]. This blacklist defence mechanism can also be extended
to other C&C channels.

Note that DNS is not the only protocol to be prone to DDoS amplification attacks. NTP is also
a frequent culprit [867]. More information about DDoS attacks can be found in [868].

8.2.3.2 Routing

Another related source of information for attacks is routing information. Incidents in the Bor-
der Gateway Protocol routing infrastructure have been studied for some time [869, 870], but
many of the recorded incidents are due to human error. There are recorded instances of ma-
licious BGP hijacks [871, 872], but the effort required by attackers to carry out these attacks
seems, at this point in time, not be worth the gain.

8.2.4 Application logs: web server logs and files
Higher up the computing stack, application logs provide an event stream that documents
the activity of a specific application. The main advantage of application logs over system
logs is their similarity to reality and the precision and accuracy of the information proposed.
These logs were initially created for debugging and system management purposes, so they
are textual and intelligible.

Applications can share log files through the syslog infrastructure (section 8.2.6). For example,
the auth.log log file will store user connection information regardless of themechanism used
(pam, ssh, etc.).
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8.2.4.1 Web server logs

A frequent source of information is provided byweb server and proxy logs, known as theCom-mon Log Format (CLF) and Extended Common Log Format (ECLF). This format is a de-facto
standard provided by the Apache web server and others. While it is very similar to Syslog,
there are no standards documents normalising the format. At this stage, the W3C standard
for logging remains a draft document. This format is extremely simple and easy to read. It
provides information about the request (the resource that the client is trying to obtain) and
the response of the server, as a code. Thus, it has been widely used in Intrusion Detection
Systems over the years. The main issue with the format is the lack of information about the
server, since the log file is local to the machine generating the log.

As server logs are written once the request has been served by the server, the attack has al-
ready occurred when the sensor receives the log information. Thus, this information source
does not satisfy the requirements of Intrusion Detection and Prevention Systems (IDPS),
which need to be hooked as interceptors to act on the data stream (packet stream, instruction
stream), to block the request or modify its content.

8.2.4.2 Files and documents

Another source of application-level information that is particularly interesting and can be
found both in transit (in networks) or at rest (in systems) comprises the documents produced
by some of these applications. The introduction of rich document formats such as PDF, Flash
or office suites, not to mention the rich HTML format used in mail exchanges today, has cre-
ated a wealth of opportunity for attackers to includemalware. Exchanged over the web or via
email, they constitute another trace of exchange that can reveal malicious code embedded
in these documents, such as macros or javascript.

Parsing information in documents, both simple ones such as TLS certificates or complex
ones such as PDF, is complex and provides attackers with a wealth of opportunity to cre-
ate different interpretations of the same document, leading to vulnerabilities and malware.
At the same time, it should be acknowledged that the rich document formats are here to
stay and that rich (and thus complex) specifications such as HTML5 need to be well written
so that they can be unambiguously interpreted, thus leaving less room for attackers in the
specification itself.

Using documents as a data source is increasingly required for malware detection.

8.2.5 System and kernel logs
The earliest ‘intrusion detection’ paper by Denning [852] already included in themodel the gen-
eration of an audit trail by the system being monitored. Operating systems generally provide
logs for debugging and accounting purposes. These logswere exploited in early designs such
as Haystack. However, Denning has already stated that most system logs are insufficient for
intrusion detection, as they lack the required precision. For example, the Unix accounting sys-
tem records only the first eight characters, without a path, of any command launched by a
user. This makes it impossible to differentiate commands with identical names at different
locations, or long command names.

Another trend pursued by intrusion detection researchers and operating system designers
was the creation of a specific audit trail to generate a trace of privileged user activity, as
required by the Orange Book. This led to the development of more precise host-based IDS
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such as STIDE and eXpert-BSM. These specific system traces are acquired through the inter-
ception of system calls, which represent the transition between regular program execution
and request to protected kernel resources. This is typically implemented using a dedicated
audit trail, as specified in the Orange book, or kernel/processor debugging accesses such
as ptrace for Linux. However, the complexity of the specification led to divergences in the
implementation of the audit trail by the different operating system vendors. It also imposed
such a performance penalty to program execution that it became impossible to operate ICT
systems with the audit trail being activated. It therefore became of little use and was qui-
etly removed from most operating systems. This factor has prevented the emergence of a
standard system audit trail, even in certified operating systems.

Kernel logs now focus on monitoring the internal operations of an operating system, close
to the hardware. They have also greatly diversified, targeting a broad range of devices. They
have been integrated in the commercial world under the term ‘endpoint protection’, which has
become a generalised term for antivirus engines. This addresses the general problem of pro-
tecting not only the system but also the applications, such as the browser or the mail client,
which not only exchange data but also execute untrusted code provided by external sources.
They rely on dedicated interceptors that capture only the activity that they are interested in
analysing. This solves the main issue of this data source, a very fine granularity that ensures
everything is captured, but makes analysis and detection very difficult, as it is hard to link the
assembly code being executed on the processor with programs and information that a user
or analyst can easily understand and react to. Malware is the subject of the Malware & At-
tack Technology Knowledge Area (Chapter 6), and in the context of SOIM malware detection
engines and endpoint protection tools are considered sensors.

Other logs provide higher level information, such as a report of the boot process on Unix
machines, or on the main kernel activity. These logs often rely on a Syslog infrastructure, as
described in section 8.2.6.

8.2.6 Syslog
As already mentioned in this section several times, Syslog provides a generic logging infra-
structure that constitutes an extremely efficient data source for many uses.

The initial source for these logs is the Syslog protocol, introduced in BSD Unix, retro-specified
from existing implementations by RFC 3164.The current specification of Syslog is provided
by RFC 5424.This new specification introduces several improvements over the original im-
plementation.

A Syslog entry is a timestamped text message coming from an identified source. It contains
the following information in this order:

Timestamp The date and time of the event creation, usually in text format with a resolution
up to the second.

Hostname The name of the equipment generating the log. It might be a fully qualified name
or an IP address, or the localhost for the local machine. Using IP addresses in private
ranges or localhost may induce errors when consolidating logs.

Process The name of the process (program) generating the log.

Priority The priority (category and severity, computed according to a standard formula) of
the log. In practice, it is often summed up according to severity on a scale of 0 (system
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panic and crash) to 7 (debugging information).

PID The process ID of the process generating the log.

Message An ASCII 7-bit message qualifying the information, provided by the developer of
the application.

Syslog also uses the notion of facility to categorise and orient logs. This information is ag-
gregated in different files, usually in the /var/log/ directory in Unix systems.

Syslog is also a protocol, running on UDP/513. This facilitates transmission, as UDP can be
resilient to difficult network conditions and lose a fewmessageswithout losing the capability.
However, using UDP often requires the segmentation to be limited, thus a suggested limit of
a Syslog message’s size is often around a thousand bytes. Many systems include a standard
programming interface to implement calls to Syslog in applications.

As a textmessage, Syslog is extremely useful. Many, if notmost, heavy SOC implementations
rely on Syslog to centralise both events and alerts. This use of Syslog is covered in section
8.4.1.

8.3 ANALYSE: ANALYSIS METHODS
[852, 854, 856, 873]

Collected traces are analysed according to different strategies that aim to separate ‘good’
events from those that indicate attacks. The fundamental work of Denning [852] already de-
fined the two families of data analysis techniques that have been researched, developed and
commercialised over the years. Misuse detection, detailed first, aims to characterise mali-
cious behaviours present in the traces in order to send an alert when the set of malicious
behaviour events is recognised in the traces. Conversely, anomaly detection aims to charac-
terise ‘normal’ behaviour, and sends an alert when events in traces are not associated with
normal behaviours. In both cases, a large number of algorithms have been described in the
scientific literature. A few of these algorithms have been applied both tomisuse and anomaly
detection.

In SOIM processes, and as shown in figure 8.1, analysis is performed by two components, the
sensors and the SIEM platform. Figure 8.4 refines this process. The monitored Information
System generates traces representative of activity, as log files or through dedicated IDPS
appliances or software (shown as looking-glass-boxes and files in figure 8.2). One or several
events in each tracemay trigger the generation of an alert by a sensor. Several of these alerts,
possibly coming from several sensors, may be assembled by the SIEM in incidents that need
to be handled by operators.

In this section, the KA addresses the transformation of events in alerts, thatmay characterise
malicious activity. In section 8.4, the KA addresses the transformation of alerts in incidents.
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Figure 8.4: Analysis: from event to alert to incident

8.3.1 Misuse detection
Misuse detection leverages the vast body of knowledge characterising malicious code and
the vulnerabilities that this malicious code exploits. Software vulnerabilities, particularly in
the Common Vulnerabilities and Exposures (CVE) nomenclature, are particularly relevant for
this approach, but misuse detection has a broader reach. A misuse Intrusion Detection Sys-
tem seeks evidence of known malicious events in the trace, and alerts when they are found,
informing the analyst about the specifics of the vulnerability exploited and its impact.

The earliest Intrusion Prevention Systems in this area are antivirus engines, which capture
execution traces such as system calls, library calls or assembly, identify knownmalicious pat-
terns using so-called signatures that describe these malicious codes, and quarantine the as-
sociated container. The IDPS thus seeks exploits, very specific instances of malicious codes
represented as bitstrings.

Modern malicious code has evolved complex mechanisms to avoid detection, and modern
anti-malware tools have become extremely complex in response, in order to create more ef-
ficient representations of exploits and vulnerabilities. More recently, researchers have pro-
posed more generic signatures, to attempt to capture malicious behaviour more gener-
ally [856]. Also, the emergence of sandboxes and tainting [874, 875] has enabled newer de-
tection and protection methods that can detect malware despite obfuscation and polymor-
phism. The risks of generic signatures are, of course increased false positives and increased
difficulty in understanding the precise attack.

Another branch of system analysis is UNIX system analysis, exemplified by the Haystack and
NIDES prototypes. These prototypes aimed to create high-level audit trails for analysis. The
canonisation aspect of the data had a significant impact on detection performance, and the
current state of the art is focusing on assembly and binary language analysis for detection.

From a network perspective, an IDPS seeks evidence of malicious activity in multiple forms.
The malicious code can be found in the packets’ payloads. Malicious code can also exhibit
specific network activity related to command and control, access to known addresses or

KA Security Operations & Incident Management | October 2019 Page 264

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

to known services. The best known network-based misuse Intrusion Detection System is
probably Snort [876]. Snort’s signature language is simple and was a de-facto standard for
describing attack patterns, before being superseded by YARA. The initial version relied only
on string matching, which made it sensitive to false positives [877]. The Suricata IDS, using
the same signature language but newer implementation technologies [878], is also being
used in research and operations.

The key advantage of misuse detection is the ability to document the cause of the alert, from
a security perspective. This helps the analyst decide how to further process the alert, par-
ticularly its relevance and its impact on the monitored system. The key difficulty of misuse
detection is the process of creating signatures, which requires time, expertise and access to
the proper vulnerability information. Frequent signature updates are required, mostly to take
into account a rapidly evolving threat environment, but also to take into account errors in the
initial signature, or new Indicators of Compromise which were not initially detected.

8.3.2 Anomaly detection
Anomaly detection is a fundamental tool for detecting of cyber attacks, due to the fact
that any knowledge about the attacks cannot be comprehensive enough to offer coverage.
Anomaly detection is a domain where not only research has been extremely active, but there
are several thousand patents that have been granted on the topic.

The key advantage of anomaly detection is its independence from the knowledge of specific
vulnerabilities. This theoretically enables the detection of 0-day attacks, provided that these
attacks effectively show up as deviations in the traces. Also, these methods are often com-
putationally fast, which enables them to keep pace with the increasing volume of traces to
be processed.

However, pure statistical methods highlight anomalies that are hard to understand and qual-
ify for analysts. The lack of precise diagnosis, and of a clear link to security (instead of an
anomaly related to another cause) requires an in-depth understanding of both the monitored
system and the detection process, which is hard to combine. Thus, anomaly detection, while
heavily marketed, must be operated with caution as a first line of detection, because it re-
quires strong domain knowledge to transform a diagnosed anomaly into actionable defence.
Applied to alert streams, which are richer in information, anomaly detection is often more
successful in SIEMs and is implemented in newer SIEM platforms such as the Elasticsearch-
Kibana-Logstash stack or commercial tools such as Splunk.

Anomaly detectionwas included in Denning’smodel [852] from the start, and has consistently
been developed over the years [873, 879, 880]. As the difficulty of creating attack signatures
became more significant, IDPS vendors also included these models in their products.
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8.3.2.1 Models

Anomaly detection relies on the definition of a model against which the current observations
of the trace are evaluated. Very early researchers proposed behaviour models to detect de-
viations from the norm. However, the statistical models developed in early IDS prototypes
such as Haystack and NIDES were not accurate enough to detect skilled attackers. There-
fore, more complex models have been developed over the years.

In network anomaly detection, themodel must first define whether it will look atmultiple data
points or compare a single data point to the model. A data point could be a packet, or a com-
plete connection. Models can also correlate between connections to detect more complex
attacks spanning multiple packets. An example of this kind of behaviour is the correlation
between web traffic and DNS traffic. When using regular browsers, the user is likely to per-
form a DNS request before accessing a website; an anomaly could manifest itself if the web
request directly addresses the website through its IP address. Of course, in this case caching
phenomena must be taken into account.

Another interesting aspect of network anomaly detection is the definition of the technique.
Unsupervised techniques look at outliers, creating clusters out of the data and using a dis-
tance to determine outliers that cannot be covered in clusters. In this technique, the selection
of features, that become the coordinates for each data point, is critical. Feature combinations
must effectively differentiate between normal behaviours and attacks. Frequent methods for
creating clusters and measuring distance include k-nearest neighbors or the Mahalanobis
distance. Supervised anomaly detection techniques use labelled features to create optimal
clusters. Support Vector Machines or C4.5 are frequently used for this task.

Graph-basedmodels represent the structure of the network and of the communication paths.
They enable a representation of network behaviour that highlights changes in communication
patterns. These techniques also offer attractive vizualisation capabilities, that enable opera-
tors to weight the exchanges between various parts of their networks, to identify anomalous
communication patterns, and then to dig further in to qualify the anomaly as security relevant
or not.

The choice of an anomaly model is extremely important. In fact, many publications related
to anomaly detection are made in thematic venues such as statistics, signal processing or
information fusion, outside of the cybersecurity domain. This field of study is thus extremely
rich and fundamentally multi-disciplinary.

8.3.2.2 Specification versus learning

A prevalent form of anomaly detection is specification-based detection. An attack is consid-
ered to be a breach of the specification of a system. The key issue in this approach is to
obtain a specification that can be reliably recognised in the traces. This approach was ini-
tially developed for network-based IDPS, such as Bro [667], which was developed at around
the same time as Snort, but follows a radically different approach. Bro is built up as a stack
of protocol analysers, checking at each layer the coherence of the captured information with
the standards, in this case the RFCs.

Further development of specification-based detection is expected in industrial control net-
works [881], where specifications are much more precise and enable the detection of pertur-
bations. In these networks, the behaviour is much better specified, because of the underlying
control loop of the physical process that is piloted by networked controllers. This also cre-
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ates additional regularity that can be picked up by anomaly detection algorithms. Also, the
system specifications are more accurate.

Alternatively, supervised learning is used to create models when ground truth is available, or
unsupervised learning to let models self organise. In both cases, it is frequently necessary to
select a threshold that will separate data points considered normal from those considered
outside of the model. The application of machine learning techniques for detection is further
developed in section 8.3.4.

8.3.2.3 Adherence to use cases

An important point on anomaly detection is its adherence to a use case, possibly even a spe-
cific deployment. Network anomaly detection has been broadly applied to TCP/IP networks
initially, and has over the years focused on new applications, covering ad-hoc networks, sen-
sor networks and,more recently, industrial control systems [881].Malware anomaly detection
has also evolved from personal computers to web malware to Android malware today [882].

This adherence to a use case is important for creating the model, validation and testing. It
requires that from the start, operators understand the behaviour of their systems and have
sufficient business domain knowledge to understandwhy and howanomaliesmanifest them-
selves, and what their significance is with respect to cybersecurity. Specific care must be
taken to associate the detection of anomalies with as much domain knowledge as is possi-
ble to diagnose and qualify the anomaly. Equipment roles imply different behaviour models,
and thus different qualifications for anomalies.

This adherence to use cases also prevents the definition and qualification of generic be-
haviour models. Therefore, operators deploying anomaly detection systems must prepare
for a period of testing and qualification. It is also likely that new systems, new services,
or upgrades to existing systems or services, will perturb existing models and require re-
qualification.

8.3.3 Blended misuse and anomaly detection
In practice, it is very hard to separate anomaly detection and misuse detection, as they are
often intertwined in current sensors. For example, it is extremely useful to pre-filter input data
before applyingmisuse detection. The pre-filtering performed on a packet stream follows the
TCP/IP specification, for example. When a network-based misuse-detection sensor such as
Snort [876], Suricata [878] or Bro [667] processes a packet stream, it verifies that the packet
headers are correct before applying more complex detection processes such as signatures.
This not only increases efficiency but also prevents false positives when a signature pattern
is found in the wrong traffic context [877], for example, when a packet circulates over the
network but the TCP session has not been established.

A similar approach can be applied to IDSes using application logs [883, 884]. This approach
organises both misuse and anomaly detection in order to leverage the strengths of both ap-
proaches and limit their drawbacks. It also leverages the specifications of the application
protocol to understand not only the syntax of the trace but also its semantic, in order to pro-
pose a better diagnosis.
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8.3.4 Machine learning
Another, more subtle, way of mixing anomaly and misuse detection is using machine learn-
ing techniques, and particularly supervised learning, which requires ground truth. Machine
learning basically associates an output class with a characteristics vector presented at the
input. If the machine learning algorithm requires a definition of the different classes to which
it assigns the input, then the definition of the output classes (for example, normal and attack)
in itself enables mixing anomaly and misuse detection.

Machine learning, in many forms, has been applied to anomaly detection, and particularly
in the network domain to the infamous Lincoln Lab/KDD dataset [885]. There are so many
research papers presenting the use of support vector machines, C4.5, random forest, that
one can only reference the best survey published so far by Chandola et al. [873]. There has
also been a lot of work looking at Internet traffic classification [886]. Another study looks at
the aspect of pre-processing network traces for anomaly detection [879]. This is a crucial
operation, as shown by the failure of the KDD dataset, as it may either remove artefacts that
are necessary for detection, or introduce new ones that create false positives, as discussed
in section 8.3.5.

On the system and application side, there has been a lot of work on using machine learn-
ing for malware detection, both at the system call level [887], at file system [888] or for PDF
files [889, 890]. Gandotra [891] lists many relevant approaches of applying machine-learning
techniques to malware analysis, principally looking at whether they rely on static analysis
(the file) or on dynamic analysis (the behaviour). Also, the recent development of the smart-
phone ecosystem [892], Android and its rich ecosystem of applications, with the associated
malicious code, has created significant interest in Android malware detection.

Looking further afield, there is increasing interest in using machine learning and artificial
intelligence for cybersecurity, as shownby theDARPACyberGrandChallenge. One can expect
equal interest from attackers and thus the emergence of adversarial machine learning where,
as shown for the specifics of Neural Networks, attackers can introduce irrelevant information
to escape detection or to make it harder.

8.3.5 Testing and validating Intrusion Detection Systems
One of the key issues for Intrusion Detection System designers is testing and validating their
tools. This issue has been around for a long time in the research community, as exposed by
an early paper on the topic by McHugh [885].

The detection problem is a classification task. The evaluation of an IDS therefore compares
the output of the detector with the ground truth known to the evaluator, but not to the detector.True Negatives (TN ) are normal events that exist in the trace and should not be reported
in alerts by the detector. True Positives (TP ) are attack events that should be reported in
alerts by the detector. As detectors are not perfect, there are two undesirable measures that
quantify the performance of a detector. False positives (FP ), also known as false alerts or
type I errors, are defined as an attack that does not exist in the trace, but is reported by the
IDS. False negatives (FN ), also known asmiss or type II errors, are defined as an attack that
exists in the trace, but has not been detected by the IDS.

The first issue is to define the criteria for detection. In misuse detection (section 8.3.1), the
IDS developer must define a set of attacks that he wants to detect and create the set of
signatures that will detect them. The issuewith testing is then to create traces that will trigger
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signatures on behaviours that are considered normal (FP ), or to launch attacks in a way that
compromises the system but is not recognised by the IDS (FN ).

In anomaly detection (section 8.3.2), the IDS developer must define normal behaviours. As
most anomaly detectors use machine learning approaches, this means that the developer
must obtain one or several datasets of significant size, possibly labelled. These datasets
should, for some or all of them, include attack data. The detector is then trained on part
of the datasets, and its performance evaluated on the others. For parametric and learning
algorithms, several trials should be performed to obtain an average performance. Determin-
ing FP and FN also relies on the availability of reliable ground truths associated with the
datasets.

Generating datasets, as already mentioned, is very difficult. The most commonly used one,
the Lincoln Lab/KDD dataset, suffers from several of such issues which are good exam-
ples [893]. For example, the process by which the attack and normal traffic were generated
(manual versus simulations) created obvious differences in the packet’s Time To Live (TTL)
and session duration. These features, which are not normally distinguishable in operations,
tend to be picked up by learning algorithms, inducing a significant bias in the process with
respect to TP . Another example is the lack of distinguishing features in the SNMP traffic,
which leads to large FN rates.

The second issue is how to determine and present the actual success criteria of an IDS. From
the raw TP, FP, TN, FN values, detectors are often evaluated on two metrics, Precision andRecall. Precision (equation 8.1) measures the fraction of real alerts in all alerts. This, in short,
measures the usefulness of the alerts.

Precision = TP/(TP + FP ) (8.1)

Recall (equation 8.2) measures the fraction of real alerts over all the relevant information
present in the ground truth. Thus, recall evaluates the completeness of the detection. An
unavailable or incomplete ground truth may limit its usefulness.

Recall = TP/(TP + FN) (8.2)

Several othermetrics are reported in the literature, but these twomust be considered themin-
imum information provided for evaluation. Another relevant aspect of evaluation is the fact
that detection algorithms require the operator to select the parameter, such as thresholds or
numbers of clusters. Setting these parameters strongly influences the performance of the
sensors. Thus, it is a good practice to evaluate the performance of a detection algorithm us-
ing Receiver Operating Characteristic (ROC) curves to explicitly present the relationship and
trade-off between FP and FN . A gain in one direction often decreases the performance of
the other.

Depending on the detector and definition, the actual values computed during the evaluation
of the detector may vary. For example, it might be sufficient for a detector to find and report
one attack event in the trace to consider it a TP , even if the attack consists of many events.
Conversely, another evaluator may require the IDS to highlight all the malicious events in a
given attack to consider it a TP . Again, the experimental validation process should be ex-
tremely detailed and peer-reviewed to ensure that it does not contain any obvious errors.
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Another issue is the operational qualification of the IDS. Albin [878] compares Snort and Suri-
cata, both on synthetic and on real traffic. Synthetic traffic provides the evaluator with access
to the ground truth, thus enabling him to effectively compute FN and FP . When testing on
real traffic, the evaluator may be able to approximate the FP better because real traffic arte-
facts are always likely to trigger cases that the IDS has not encountered during validation.
This process, however, does not support evaluating FN . As evaluation is the basis for certi-
fication, it is no surprise that Intrusion Detection Systems are generally not certified at any
security level.

8.3.6 The base-rate fallacy
One of the fundamental problems of intrusion detection is the base-rate fallacy formalised
by Axelsson [854]. The problem stems from the fact that there is a large asymmetry between
the number of malicious events and the number of benign events in the trace.

The general hypothesis followed by Axelsson is that there are few attacks per day. This may
not be true anymore, but an ICT system flooded with attacks is also unrealistic, unless we are
concernedwith Denial of Service. Also, in the case of DDoS,malicious packets far outnumber
normal traffic, so the asymmetry is reversed, but still exists. In Axelsson’s case, it comes from
Bayes’ theorem that the probability of detecting an actual attack is proportional to the false
alarm rate FP .

In essence, the base-rate fallacy must be addressed by IDS sensors that rely on process-
ing large amounts of data, which is typically the case for machine-learning-based anomaly
detection.

While thismay sound like a theoretical issue, it has crucial implicationswith respect to human
operators in front of a SIEM console, who have to deal with thousands of alerts, most of
which are ‘false’. There is thus a significant risk of missing an important alert and thus an
incident. This risk is even higher in MSSP settings, where operators have a limited amount of
time to process alerts. The usual process for solving this is to limit the detection to the most
relevant elements. For example, it is not necessary to look for attacks against a windows
server when the monitored server is running the Linux operating system. This tuning of the
detection range can happen either before detection, by removing irrelevant signatures in the
IDS, or after the fact in the SIEM by entering the proper correlation rules. The detection tuning
approach has, however, encountered limitations in recent years, because cloud platforms are
more dynamic and likely to host a variety of operating systems and applications at any given
point in time. It then becomes harder to ensure proper coverage of the detection.

8.3.7 Contribution of SIEM to analysis and detection
From the Analyse perspective, a SIEM aims to provide further information about malicious
activity reported by sensors.

Due to the event volume and real-time nature of the detection performed by IDS sensors,
these sensors usually look at a single information source in a specific location of the ICT
infrastructure. Therefore, it is difficult for them to detect large-scale or distributed attacks.
Therefore, the centralisation of alerts, which is the initial central characteristic of SIEM plat-
forms, as described in section 8.4.1, enables additional detection algorithms that may indi-
cate attacks or anomalies that have not been significantly indicated by sensors, but whose
properties when aggregated are significant.
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8.4 PLAN: SECURITY INFORMATION AND EVENT
MANAGEMENT

[894]

Security Information and Event Management form the core of the contribution to the Plan
activity of theMAPE-K loop, the bottom (blue) part of figure 8.2, and the left-hand part of figure
8.4 (transforming alerts in incidents). It should be considered a decision support system and,
as such, covers the Analyse and Plan activities. From a Plan perspective, the SIEM platform
aims to define the set of actions that can be performed to block an attack or mitigate its
effects.

The fundamentals of Security Information and Event Management can be traced back to
December 1998, at a meeting organised by DARPA. The original goal was to enable a com-
parison of the performances of the various intrusion detection research projects that DARPA
was funding, and this delivered several works, the Lincoln Labs/KDD dataset [895], the cri-
tique by McHugh [885] and, much later on, the three requests for comment that formalised
the SIEM domain, the requirements (RFC 4766 [896]), the alert message format IntrusionDetection Message Exchange Format (IDMEF) (RFC 4765 [897]) and the Intrusion DetectioneXchange Protocol (IDXP) (RFC 4767 [898]).

8.4.1 Data collection
The first objective of a SIEM platform is to collect and centralise information coming from
multiple sensors into a single environment. Several issues need to be addressed tomake this
happen.

First of all, there must be a communication channel between the sensors providing the alerts
and the SIEM platform. This communication channel must be strongly protected, because
sensitive information may be included in the alerts. It must also be properly sized so that
there is sufficient bandwidth to carry the required information. As sensors often have limited
storage capabilities, the availability of the link is essential.

Secondly, the SIEM must be able to interpret the information provided by the sensors in a
coherent manner. Given the wide range of available data sources and detection methods,
this requires a lot of work to match the information from the alerts with the SIEM internal
data formats. The general approach of a SIEM platform is to define a single data structure
for the alerts, often a single database table. This means that the database contains many
columns, but that inserting an alert often results in sparse filling of the columns.

Data collection is generally handled by the SIEM platform, benefiting from hooks from the
sensors. SIEM platform vendors generally define their own connectors and formats, handling
both the issue of transport security and of data import at the same time.

Classically, communicating an alert message requires the definition of three layers:

Schema The schema defines the structure of messages and the type and semantic of the
attributes. It also includes the definition or use of dictionaries. Many alert schemas, for
example, rely on CVE to document attacks.

Encoding The encoding defines how the messages and attributes are encoded to form a
bitstring. Examples of textual format include Syslog, JSON XML or YAML. Examples of
binary formats include BER, CER or BSON. Textual formats are usually easier to process
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because they can be read directly by humans. Binary formats are more compact, which
eases storage and transport.

Transport protocol The transport protocol describes how the alert bitstring is moved from
one place to another. Examples of transport protocols include Syslog, IDXP, HTTP or
AMQP. Transport protocols typically take care of the access control, confidentiality,
compression and reliability of the communication.

Table 8.1 provides a factual analysis of frequently used alert message formats. The first two,
CEF and LEEF, are proprietary formats of commercial SIEM vendors, but whose specifica-
tion is at least partially open for analysis. The next two formats (CIM and CADF) have been
specified by the DMTF, but not specifically for cybersecurity purposes. Nevertheless, they
have been used to convey alerts. The last two have been specifically designed with the pur-
pose of standardising the transmission of events or alerts. The text in italics indicates that
the specification does not force a specific technology. However, when the specification, al-
though generic, includes a proposal, this text is in (brackets).

Format Owner Transport Encoding Structure Number of
attributes (keys)

CEF HP/Arcsight Syslog Key/value Flat 117

LEEF IBM/QRadar Syslog Key/value Flat 50

CIM DMTF Any (XML) UML 58

CADF TheOpenGroup,
DMTF, (NetIQ)

Any (JSON) Classes with
common attributes 48

CEE MITRE (Syslog) JSON, XML
Structured:
CEE event model,
CEE profile

56

IDMEF IETF IDXP XML UML 166

Table 8.1: Formats characteristics summary

The flexibility of textual encodings enables large-scale deployment, and as such is the only
one presented in table 8.1.

Syslog (RFC 5424) is the de-facto standard for SIEM platforms alert acquisition, as it is
widely available, easy to understand and parse, and quite reliable. When using UDP,
there is no transport-layer security. There is no guarantee of message integrity or deliv-
ery. Yet, in practice, it is very successful and scalable. Its drawback is the limitation of
its schema (timestamp, origin and ASCII text string) and the size of the message (prac-
tically limited to 1000 bytes). Syslog is widely used by network operators or for large
systems such as the Olympic Games.

CEF The Common Event Format is the proprietary exchange format of the Arcsight SIEM
platform. It is oriented towards the expression of security relevant events and includes
the essential information required to describe them. This format is representative of
the flat structures used in SIEM platform databases. While it has a large number of
attributes, some are not sufficiently documented for use.

LEEF The Log Event Enhanced Format is the proprietary exchange format of the QRadar SIEM
platform. It focuses on network security events, and as such is not as rich as CEF.
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CIM The Common Information Model is a standard of the Distributed Management TaskForce (DMTF). It is widely used for managing distributed systems. As it is very generic,
its expressiveness for cybersecurity events is limited.

XDAS/CADF The Cloud Auditing Data Federation is still being developed, initially as XDAS,
and discussions are ongoing with DMTF to include it in CADF. It focuses on system
events and cloud environments.

CEE The Common Event Expression was initiated by the MITRE corporation as a standard
format for log files in computer systems. It was developed in collaboration between US
governmental entities and SIEM vendors. It clearly separates the message format (CEE
event Model or Profile), encoding (CEE Log Syntax) and transport (CEE Log Transport).
Unfortunately, the work on CEE has stopped.

IDMEF The Intrusion Detection Message Exchange Format [897] is an informational docu-
ment from the IETF. It does not specify a standard, and as such its adoption by the
industry has been very limited. It is seen as complex, and in fact the specification is
large in size. The IDMEF specification attempts to be very precise and unambiguous,
which is shown in the number of attributes, the largest of all the considered formats.
This difference in expressiveness is probably even greater, as the use of dictionaries
(enumerated types) in the IDMEF UML design further increases its ability to represent
information. Its attempt to be exhaustive has also made some of the data structures
obsolete over time. The choice of XML messages also creates a significant burden
in transport, particularly as the IDXP transport protocol, based on BEEP, has not been
widely deployed.

The broad scope of the available specifications demonstrates that at this stage, there is no
consensus between SIEM vendors and sensor vendors to agree on what an alert should con-
tain. While many of the specifications are accessible to sensor vendors, SIEM platform ven-
dors provide the connectors and take charge of translating the sensor information into their
own formats, at the risk of missing information or misinterpreting the content. The issue
of conveying alerts remains an issue in the lower layers, while the standards related to inci-
dent information exchange, such as MILE IODEF (RFC 7970), have been muchmore success-
ful [899].

8.4.2 Alert correlation
Alert correlation [900, 901], aims to make sense of the alert stream received by the SIEM
platform. The correlation has several objectives;

1. to reduce the number of alerts that the analyst has to process by grouping alerts to-
gether,

2. to add contextual elements to enable more accurate and faster analysis of the group
of alerts,

3. to add alerts to ongoing higher-level planning and mitigation elements so that they are
handled properly, and

4. to discard alerts that are considered false positives and do not require further process-
ing.

To meet these objectives, alert correlation can take several forms:
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Correlation between alerts The first kind of alert correlation aims to group together alerts
from one or several sensors that correspond to the same threat. IDPS sensors tend to
have a narrow view of the data stream. If events occur repeatedly in the trace, for exam-
ple, when a malware propagates, multiple alerts will be reported to the SIEM. Grouping
alerts that correspond to the same phenomenon helps the analyst to recognise it and
to judge its importance.

Correlation between alerts and the environment Another important source of knowledge is
related to the context of the detection, the environment inwhich the sensors are located.
Information about the environment comes frommany sources, the twomost interesting
ones being network inventory and vulnerability scans. These two sources identify active
assets and the risks they are potentially subject to. This type of correlation is particularly
interesting as it provides the analyst with information about the impact the alerts are
having.

Correlation between alerts and external sources Recently, situational awareness has
started to provide information about attackers and their motivations [902]. This again
provides additional information about the paths that an attacker might follow, and
helps the analyst proactively to decide to block the attacker’s progress, instead of
reacting after the event.

Incident and information exchange Another relevant trend is information exchange.
Through regulatory pressure, critical infrastructure operators are required to inform
authorities when they are the victims of cybersecurity breaches. This has been the
case for banks and credit unions for a long time. Sharing information about breaches
helps others in the same domain, or using similar technologies, to protect themselves
proactively.

The initial approach to alert correlation was based on rules. Rule-based correlation explic-
itly describes logical relationships between alerts, or rules to infer such relationships [901,
903, 904, 905]. A variety of languages and techniques have been used over the years by
the research community, leading to exhaustive and formal models. This led to the develop-
ment of the first generation of SIEM platforms, which combined strongly structured, high-
performance SQL databases with logic engines interpreting rules. This first generation en-
countered two issues, performance as the volumeof alerts increased, and the difficulty of cre-
ating and maintaining the rule base. SQL databases incur a significant performance penalty
for indexing. This is good for querying, whereas SIEM platforms are insert-intensive tools.

Despite performance increase and database tuning, a second generation of SIEM platforms
has been developed, leveraging less-structured database technologies such as NoSQL. This
big data, or data-intensive approach started quite early on using counters [900], statistical
models [906] or other techniques [859, 907]. Technologically, this approach is implemented
through log aggregation and summarising queries, as can be done with the well-known
ElasticSearch-Kibana-Logstash (ELK) stack. This data-oriented approach has become very
common today, as it is able to cope with large volumes of incoming unstructured informa-
tion. It remains to be seenwhether the lack of relational structure does not introduce inconsis-
tencies and naming confusion, impacting analysts’ ability to diagnose and mitigate threats,
and whether the focus on volume does not prevent handling rare attack phenomena such as
APTs.
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8.4.3 Security operations and benchmarking
The activity of a SOC needs to be measured, for several reasons. First, a SOC is the combina-
tion of technology platforms, information, processes and skilled personnel. Thus, it is difficult
to identify where a specific SOC is performing well, and which areas should be improved. As
SOCs are sometimes outsourced to MSSPs, the security service level agreement must be
negotiated between the customer and the service provider, and verified by the customer. The
customer may also be subject to regulations, which must be satisfied by the service provider
as part of its contract. It is thus necessary to measure the activity of a SOC in a way that en-
ablesmeasurement, comparison between industries and to the state of the art, and to decide
which areas of activity should be improved.

The Information Security Indicators (ISI) Industry Specification Group at ETSI develops indica-
tors to this effect. These indicators are the product of a consensus approach, where several
industry leaders (Thales, Airbus), users (banks, telcos) and technology providers (ESI Group,
Bertin) have defined and tested these indicators jointly. The approach is Europe-wide, as the
ETSI ISI group is supported by members from France, Germany and Italy, as well as the net-
work of R2GS chapters in Europe (in addition to the countries in ETSI ISI, the UK, Luxembourg,
Belgium, the Netherlands). In the end, these indicators should enable a comparative mea-
surement of SOC performance, and a general measurement of the resistance of any given
organisation to threats, cyber, physical or organisational.

The ISI specification is freely available from ETSI, and reference information charts are avail-
able from several sources. The main difficulty of this approach is the ability to automatically
produce the indicators, or at least a subset of them, as some indicators are of a very high
level.

8.5 EXECUTE: MITIGATION AND COUNTERMEASURES
[908]

For a long time, the SOIM community has focused on detection and analysis, both from a
research and operational deployment aspect. There is a clear reluctance to automate the
last part of the loop of figure 8.1, as system and network operators fear losing control over
complex environments, although there are many reasons why it has become important to
include automated mitigation in scope. This is an extremely important area, as exemplified
by the Respond and Recover topics of the NIST cybersecurity framework.

8.5.1 Intrusion Prevention Systems
IDPS sensors have been rapidly extended to include Execute capabilities to respond to at-
tacks. IDPS has the additional capability to act on themonitored stream upon detection. This
requires the ability to act as a gateway or proxy through which all exchanges will be analysed,
in order to reach a benign ormalicious decision. Once amalicious decision has been reached,
additional actions can be applied to the data stream, such as blocking, terminating or altering
a data stream. Of course, the additional action relies heavily on the reliability of the detection,
which is why common practice limits actions to a subset of the signatures of amisuse-based
sensor.

Actions executed by the sensors are linked directly to the result of detection. As such, thePlan phase is performed through static configuration, and the response to an attack is thus
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independent of the context during which the attack occurs.

The initial deployment of network-based IDS sensors was based on passive devices, unable
to act on the network. The response was thus carried out by sending reconfiguration actions
to a firewall located upstreamor downstream from the sensor, through out-of-band dedicated
communications. This mechanism induced significant delays in responding, as the first few
packets of the attack were accepted before the rule was put in place. There were also un-
desirable side effects to dynamically changing the configuration of a firewall, such as losing
connexion tracking. Also, system operators are extremely attentive about maintaining stable
firewall configurations, as an essential part of SRE.

Given the need to respond in real time to well-identified attacks, modern network-based
IDPSes are positioned inline in the network, to couple detection and firewalling. If malicious
activity is detected by the sensor, the packet is immediately dropped or rejected, or the con-
nection is terminated. The advantage of this solution is that attacks are handled at line rate,
as soon as they occur. Of course, FP and FN of the detection mechanism will have a direct
impact on the efficiency of the IDPS, denying service to legitimate users or letting attacks go
through undetected. The main drawback of the IDPS is the action in the packet layer. This
creates side effects that may leak information to an attacker. It also requires a device to be
put into the network that has the ability to break the connection, injecting another point of
failure into the ICT infrastructure.

Specialised examples of IDPS technology include Session Border Controllers (SBC) or WebApplication Firewalls (WAF). In the example of a WAF, the implementation could take the
form of an external device acting as a proxy (and/or reverse proxy) or be implemented as an
intercepting module in a web server.

More recently, inline IDPSes have been given the ability to modify the payloads of packets,
under the term of ‘virtual patching’. The result is that the server receives innocuous content
instead of the content, and that the response sent back to the attacker indicates that the
attack has failed. The main advantage of this approach is that it does not require breaking
the flow, as do application-layer sensors such as WAF or SBC.

8.5.2 Denial-of-service
The most obvious area where automated network-based mitigation is required is Denial ofService (DoS), and particularly large-scale Distributed Denial of Service (DDoS) attacks. DDoS
attacks have grown continuously in terms of volume and the number of sources involved,
from 300 Gbps in 2013 to 680 Gbps (the Krebs-on-security incident) and 1 Tbps (the Mi-
rai/OVH incident). The Arbor Networks survey of 2016 stated that half of the responding
cloud infrastructure providers suffered from a loss of connectivity, which had a fundamen-
tal impact on their businesses. The emergence of attacks compromising Internet of Things
(IoT) infrastructures and using them for DDoS, such as Mirai, helped reach new attack vol-
ume records, although the average DDoS attacks remain relatively small at 500 Mbps. [909]
and [910] provide surveys and taxonomies of DDoS attacks and defences. There has also
been more recent work, particularly on amplification attacks [868], which abuse protocols
such as DNS [864] and NTP [867] to create large volumes of traffic with low bandwidth re-
quirements.

DDoS attacks are large-scale phenomenawhich affectmany components and operators in In-
ternet infrastructures, fromAutonomous System (AS) operators to cloud providers to service
providers. Attacks on certain services also have a large-scale impact. For example, the DDoS
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attack on DynDNS impacted the availability of well-known services such as Netflix, Spotify,
Twitter etc. The move to cloud infrastructures obviously means that these cascading effects
will continue.

Given their scale and impact, DDoS attacks are prime targets for automated remediation.
This has led to the emergence of dedicated DDoSmitigation service operators in cloudmode.
These service operators offer loadmanagement services, such as adding new servers to face
the flow, redirecting traffic to other services, or selectively decreasing traffic.

Classic techniques for decreasing traffic include blacklisting, for example, with IP ingress
filtering, or at the application level using TCP Syn cookies to ensure legitimate TCP session
establishment. This helps resist DDoS attacks, although one has to acknowledge that these
services will be unable to prevent or fight very large-scale attacks.

At the core network, MPLS provides an interesting option to mitigate DDoS attacks [911], as
it enables bandwidth reservation and bandwidth usage control, to ensure that the legitimate
traffic receives sufficient bandwidth and that potentially malicious traffic is got rid of. At the
edge, the deployment of Software Defined Networking (SDN) as the fundamental network
control technique for cloud centres permits flexibility of the network configuration and con-
trol, and enables collaboration between Internet service providers and cloud infrastructure
operators to mitigate DDoS attacks [912].

Beyond networking access (which is at this time the biggest threat), DoS attacks may also
target computing resources, storage, or power. The emergence of the Internet of Things, and
the increasing requirement of connecting low-cost, battery-operated objects to the Internet
might increase the DoS attack surface in the future.

8.5.3 SIEM platforms and countermeasures
The contribution of SIEM platforms to the MAPE-K Execute activity today is limited; once
plans have been defined and validated by analysts, other functions such as change-control
ticketing systems take over to ensure that the deployed actions are appropriate and do not
adversely impact business activity.

Internally in SOCs, analysts use ticketing systems to follow up on the progress of incident
resolution and escalate issues to more skilled or specialised analysts when needed. Ticket-
ing systems can also serve for incident post-mortem analysis, to evaluate and improve SOC
processes.

SOC analysts also interact with ticketing platforms to push change requests to other teams,
in charge of network or system management. This can even extend to security functions, for
example, if the organisation has a dedicated firewall management platform. The fact that
this remains mostly a manual activity introduces a significant delay in threat mitigation. It
also relies on system or network operators on the other side of the ticketing system to under-
stand the requested change and effectively implement it. However, this delay is often seen
as necessary to deal with potential false positives, and to assess the effective impact on
business activities, as elaborated in the following section.
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8.5.4 SOAR: Impact and risk assessment
Risk assessment in cybersecurity mainly focused in the past on protecting ICT assets, ma-
chines, network equipment and links. Risk assessment methodologies focus on determining
assets, analysing their vulnerabilities, and modelling cascading effects. Attack trees, infor-
mally described by Schneier [79] and formally defined by Mauw [913], are now implemented
as attack graphs in software tools [914]. They enable a network or system security officer to
model the ICT environment and the associated vulnerabilities, to determine the paths an at-
tacker might follow to compromise interesting targets. These more complex attack graphs
enable a quantification of the likelihood that an attacker will propagate in an Information
System, of the damage, and of the possible protection measures that could block the attack.

From a business perspective, attack graphs and vulnerability management technologies en-
able risk management and compliance with regulations. As the impact of cyber-attacks in-
creases, and potentially becomes a threat to human life or business continuity, regulators
impose protection and detection measures to ensure that cyber-risk is properly managed in
organisations. While there are many possible protection techniques available, from identifi-
cation and authentication to filtering and firewalling, the complexity and interconnectivity of
complex ICT infrastructuresmakes it unfeasible, either technically or economically, to protect
them against all possible threats. As such, cybersecurity becomes an economic trade-off be-
tween deploying protection measures, assuming the risk, and insuring it. Cyber-insurance
has been difficult but there is an increasing interest in the economics of cybersecurity, which
might support the development of cyber-insurance models [915].

Another aspect of attack graphs is their use for countermeasures. Work on countermeasures
has focusedon technical assets, as they can be activated to block threats. Thismeans adding
or modifying firewall rules to block unwanted traffic, disabling or removing privileges of user
accounts, preventing unauthorised or suspected machines of connecting to the network or
the Information System, or shutting down a service or machine. However, the deployment of
countermeasures requires an impact assessment, not only at the asset level but also at the
business level. The heavy reliance of business missions on technical ICT assets means that
these firewall rules or blocked accounts may have a detrimental effect on an organisation’s
business. This detrimental effect might even be worse than suffering an attack, at least for
some time. New models for impact assessment must take into account not only the ICT
asset fabric but also the business services that they support to determine their criticality
and the cost of altering their behaviour [916].

One cannot emphasise enough, as in section 8.5.3, the importance of the processes and
workflows associated with the set of tools implemented for SOAR. This, for example, implies
that there is a clear understanding of responsibilities in the SOC, a chain of validation when
countermeasures are deployed, and an effective verification that the mitigation is efficient
and has stopped the attack or its effects.

KA Security Operations & Incident Management | October 2019 Page 278

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

8.5.5 Site reliability engineering
Another relevant aspect of threat protection and mitigation is that ICT environments have
to prepare for incident management and mitigation. As is required for safety engineering,
operators have to define and deploy procedures such as activity continuity planning to ensure
that they will continue to operate even when faced with certain threats [917]. This means that
operatorsmust deploy and operate sensors up to a certain level of efficiency. Theymust also
deploy and operate protection tools such as firewall or authentication systems that might
impact the performance and usual behaviour of their systems. Also, all of this new equipment
will require manpower for monitoring and maintenance.

A recent significant change to SRE is an extension of scope. Much, if not all, of the equipment
used in any organisation will include digital technology and will require maintenance. Many
devices powering physical access control or building management will be interconnected
with and accessible through the ICT infrastructure. As such, they will be subject to similar,
if not identical, attacks as the ICT infrastructure. New maintenance models should be de-
veloped and adapted to include these IoT devices in the reliability engineering process. TheNetwork and Information Systems (NIS) European Union directive requires that all devices
should be patched to remove vulnerabilities. Remote maintenance will become a require-
ment for many objects, large and small. Depending on their computing abilities, storing and
communicating security elements, these maintenance processes will be difficult to develop
and put into place [918]. However, there are many systems, for example, in the transportation
or health domains, where themove to digital technologymust include softwaremaintenance
that is timely and secure.

This is driving increased convergence between reliability, safety and cybersecurity. SRE
teams in cyber-physical environments thus need to operate systems, monitoring them for
failures and attacks, in order to ensure continuous operation. SRE is thus also increasingly
applied in pure IT environments such as cloud computing platforms, which must be robust
against accidental failures such as power.

8.6 KNOWLEDGE: INTELLIGENCE AND ANALYTICS
[894, 908]

Intelligence and analytics focus on two specific components, as shown in figure8.2, CTI and
CERTs. The CTI platform (section 8.6.3) replaces and includes honeypots to provide a com-
prehensive view of malicious activity that may impact an organisation. CERTs and ISACs are
regulatory bodies with which an organisation can obtain additional information, such as the
industry-specific indicator of compromise, or best practice for incident detection and han-
dling.
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8.6.1 Cybersecurity knowledge managment
As described in section 8.4, SIEMplatforms are themain technical tool supporting analysts to
defend Information Systems and networks. The earliest attempt at managing cybersecurity-
related knowledge is vulnerability information sharing, formalised as CERT advisories first
and now managed through the Common Vulnerabilities and Exposures (CVE) dictionary, theCommon Vulnerability Scoring System (CVSS) and databases such as the NIST National Vul-
nerability Database. However, the performance of these platforms relies heavily on the infor-
mation made available to the analysts manning them. Understanding attackers has been a
long-standing area of research, but there have been many recent advances in the state of
the art on understanding attack processes and motivations, and on providing analysts with
better information to make appropriate decisions.

CVE provides a way to reference specific vulnerabilities attached to specific versions of prod-
ucts. This information is very useful for IDS signatures, because they clearly identify the tar-
geted product. However, they are insufficient for more global processing, hence higher level
classifications have been defined.

The Common Vulnerability Scoring System (CVSS) provides a standard way to rate the im-
pact of vulnerabilities by providing a synthetic numerical score that is easy to comprehend.
Each vulnerability is assigned a score according to six base metrics that reflect the intrinsic
characteristics of a vulnerability, and in particular the ease with which the vulnerability can be
leveraged by an attacker to impact confidentiality, integrity and availability. This base metric
is modulated by three temporal metrics that indicate whether exploits (increasing the risk) or
patches (decreasing the risks) are available; these three temporal metrics evolve over time,
as more information becomes available. Finally, four temporal metrics measure the specific
exposure of an organisation. Each CVE entry is usually qualified by a CVSS score.

The Common Weakness Enumeration (CWE) dictionary provides a higher level structure on
top of the CVE dictionary, to qualify further the kind of software weaknesses involved in the
vulnerability. It serves as an additional description of the CVE entry, to identify weaknesses
that appear in multiple software tools, and to identify common mitigation and prevention
strategies. The structure of the CWE is relatively complex, and identifying commonalities
accross vulnerabilities is sometimes difficult. CWE references are frequently found in CERT
advisories.

The Common Attack Pattern Enumeration and Classification (CAPEC) and Adversarial Tac-tics, Techniques & Common Knowledge (ATT&CK) frameworks provide two additional views
focusing on attacker activities. CAPEC referencesmultiple CWE entries focusing on common
attributes and techniques used by attackers. Examples include SQL injection or Cross-Site
Request Forgery. More recently, ATT&CK has been formalising operational information about
attackers, to develop threat models and operational procedures for defending networks.

It is important to note that the performance of SIEM and SOAR relies on accurate and com-
plete information being present in the knowledge base. As such, this information must be
maintained, and the appropriate links to other system or network management functions
should be established to this effect.
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8.6.2 Honeypots and honeynets
Honeypots are a relatively old technology, as exemplified in Stoll’s book [330]. They were
popularised by the Honeynet Project and Spitzner’s book [919]. The community commonly
defines a honeypot as an Information System resource whose value lies in unauthorised orillicit use of that resource. More concretely, a honeypot is a machine (a honeynet is a set of
machines) which is offered as bait to attackers. As such, honeypots use ‘free’ resources in
an Information System or network to provide realistic-looking services for the outside world.
In normal use, these machines should never be accessed by legitimate users, thus any in-
teraction is deemed to be related to malicious use. By monitoring the attackers’ use of the
honeypot, researchers hope to obtain relevant information about attack processes and new
malicious code, and to leverage this information for attack detection and mitigation.

There are several categories of honeypots. Initially, honeypots were very simple tools, alert-
ing on the connection to a given port with a given IP address. However, as attackers and
malware evolved, they became able to detect interactions that are different from the service
that should be offered by the platform to which they are connected. Honeypot and honeynet
technologies have thus developed in a fairly sophisticated manner in large-scale, complex
infrastructures. They have given rise to attacker analytics, from observations to statistical
analysis, to what is now identified as the Indicator Of Compromise (IoC), organised pieces of
evidence that an attacker is trying to compromise an Information System or network.

Themain hypothesis behind honeypots is that attackers will actively seek victims, while regu-
lar users will only use resources that are publicly and officially advertised through configura-
tion, routing and naming. This was probably true during the main period of Internet-scanning
worms such as Slammer. However, attackers have other means of silently gathering informa-
tion about their targets, for example, through search engines. The scanning is thus done by
legitimate, or at least known actors, but it provides no information about the attackers. Also,
there is a significant amount of background noise activity on the Internet [920]. Thus, the
main premise of honeypots, that there are no false positives because all activity is malicious,
cannot be guaranteed.

The information collected by honeypots is provided entirely by the attackers, and they are also
developing techniques to understand whether they are running in controlled environments or
not. If they detect a controlled environment such as a virtual machine, they will stop interac-
tions.While cloud computing has generalised the use of virtualisation, there are other tell-tale
signs that indicate control and monitoring. Today’s best use of honeypots is probably within
sensitive data, in the form of fake email addresses and fake rows or columns in databases.

8.6.3 Cyber-threat intelligence
Honeypots have shown that it is useful to observe malicious activity, to capture malware
and to detect new threats before they can spread widely. Since the peak of the honeypot
period, researchers have started looking at attack mechanisms and trends from a wider per-
spective [921], but maintaining the objective of both looking at Internet-wide malicious activ-
ity [922, 923] and at malware analysis [924, 925].

In addition to honeypots, cyber-threat intelligence has included the dimension of informa-
tion sharing, as increasingly required by national authorities. Information sharing is both the
outcome of data analytics [926] and is extremely useful for defenders to better understand
the risks and possibilities for protection and mitigation. As such, it is as much a human pro-
cess [927] as platforms and tools, such as the open source Malware Information Sharing
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Platform (MISP) [928], also included in TheHive project.

Another important topic is the definition of IoCs [908], which is a more general term than sig-
natures. Signatures, as is generally understood, are pieces of evidence of an ongoing attack.
IoCs generalise the concept in two ways. First, they indicate evidence of an attack being pre-
pared or of the evidence that remains after a system has been compromised by an attacker.
IoCs are defined for sharing, hence their inclusion in standards such as RFC 7970, the IncidentObject Description Exchange Format (IODEF) version 2 and the Structured Thread Information
eXchange (STIX).

While early signature sharing attempts used the Snort signature language, the YARA language
has been quite widely adopted and is, for example, the support of the YARA Signature Ex-change Group, a non-commercial indicator of compromise exchange platform.

In order to support and regulate information sharing, the authorities have also promoted the
creation of Information Sharing and Analysis Centers (ISAC). These ISACs are both regional
(in the U.S., in Europe, etc.) and sectoral (for energy, transportation, banking, etc.). The ob-
jective is to facilitate information sharing between persons with similar organisations and
objectives. It also brings the economic dimension to cybersecurity, analysing the benefits of
information sharing for organisations for better efficiency.

8.6.4 Situational awareness
Situational Awareness is a complex subject, which has been the subject of research both from
a technical and a social sciences standpoint. Early work focused on users operating complex
systems, for example, pilots in aircrafts [929], defining situational awareness as a cognitive
process, the perception of the elements in the environment within a volume of time and space,the comprehension of their meaning and the projection of their status in the near future. This
work was considered foundational for a lot of the later work in CyberSA and a 2014 survey
paper by Franke and Brynielsson [894] promoted this definition by Endsley [929]. In the con-
text of cyberattacks and the digital society, this definition implies that CyberSA implies theawareness of any kind of suspicious or interesting activity taking place in cyberspace [894].

Beyond technology [930], cyber-situational awareness has seen broad contributions from
the social sciences. It has also been widely studied in military circles [931]. Several of the
aforementioned contributions also use machine-learning techniques. When analysing the
performance of cyber-responders (SOC operators and analysts) Tadda [930] already uses
existing SIEMs and Intrusion Detection Systems as the technical platform for implementing
cyber-situational awareness.

The SIEM world is undergoing profound changes through regulation and the impact of cyber-
attacks. Froma regulation perspective, critical infrastructure operators are required to embed
detection and mitigation capabilities. This represents the instantiation of the European NIS
directive in national law. ENISA regularly provides information about cyber-incidents, particu-
larly procedures for detection and management. The most recent report on a cyber-incident
simulation in June 2017 indicated that progress is still required in CyberSA, but that cooper-
ation is increasing and that information sharing is of the utmost importance for appropriate
decision-making.
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8.7 HUMAN FACTORS: INCIDENT MANAGEMENT
[908]

In the current state of affairs, it remains clear that complete protection is both technically
unfeasible and economically undesirable. Hence, systems will be compromised, and it is
likely that attacks will bring them down, having a significant impact. There have been, for
example, several instances of businesses shutting down for days due to ransomware attacks,
such asWannacry. Beyond ensuring business continuity, technical and regulatory obligations
require that investigations are undertaken, following a cybersecurity compromise. This is a
mandatory step in restoring an ICT system to a reliable state. This step is where, beyond tools
and processes, the human aspects are key, particularly education, training and exercising.

Figure 8.5 presents a simplified incident management process inspired from NIST SP800-
61 [932], a definition of challenges by Ahmad et al. [933] and a survey by Tondel et al. [934]. It
defines three broad activities that an organisation must carry out, prepare itself for incidents,handle incidents when they occur, and follow up on incidents when they are closed.

Figure 8.5: incident management lifecycle

While the incident management topic comes at the end of the KA, it leverages all the capa-
bilities and tools that have been described in the previous sections. It is also necessary to
highlight that there is a required balance between prevention and response [935]. Full preven-
tion has been demonstrated to be unfeasible, for ease of use and cost reasons on one hand,
and because attackers have ways and imagination beyond what system designers envisage
on the other hand. Therefore, devoting resources to prevention versus response is highly
organisation-specific, but it is an important exercise that must be carried out carefully be-
cause of the consequences it has for an organisation. On one hand, prevention will increase
the operational costs of an organisation. On the other hand, relying only on response may
lead to fatal consequences where the organisation would not be able to recover from an in-
cident. Also, responding properly to incidents incurs costs that should not be ignored. Risk
assessment is thus an integral part of incident management.
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8.7.1 Prepare: Incident management planning
As shown in figure 8.5, the first step in incidentmanagement is to put in place the appropriate
processes and capabilities before an incident occurs. This is, in fact, a legal requirement for
all critical infrastructure operators, and is established by regulations such as the EU Network
and Information Systems (NIS) directive.

Establishing policies and procedures relies on the structure of the organisation and the sec-
tor to which it belongs. Policies must involve higher level management, in order to properly
define the scope and the organisational structure that is devoted to incidentmanagement, as
well as performance and reporting procedures. Policies must include formalised response
plans that provide a roadmap for implementing the incident response capability, based on
risk assessment methods. Plans should be refined in procedures, in order to define stan-
dard operating procedures that can be quickly followed by responders to concretely define
the actions that need to be taken when specific situations occur. All of these policies, plans
and procedures are organisation and sector-dependent, and will be affected by different reg-
ulations. As an example, financial organisations have to take into account the Basel II andSarbanes-Oxley regulations in their incident management procedures, to properly implement
reporting to regulators.

An important part of this preparation activity is related to communication inmany forms. First
of all, regulations now generally require that incidents are reported to the authorities, either
a national CERT hosted by a national cybersecurity agency, law enforcement agencies, or a
sectoral organisation such as an ISAC. It is also important beforehand to establish trusted
communication channels with technology and service providers such as software vendors
and Internet service providers. Similar channels should be set up between peers such as
CISOs, to facilitate sharing of early warnings and best practices. Transnational organisers
and facilitators of exchanges include the Computer Security Incident Response Teams (TF-
CSIRT), the Forum of Incident Response and Security Teams (FIRST) and the European Union
Agency for Cybersecurity (ENISA).

Another constituency comprises customers, media and the general public. Organisations
should be ready to communicate when cyber-security incidents affect customers, or when
they become largely visible. For example, the European General Data Protection Regulation[122] (GDPR)establishes the need to report to users in case of information leakage. Therefore,
we expect that the requirements of GDPR compliance will have an impact on cyber-security,
as organisations realise that they have to protect and monitor their systems to comply with
this regulation.

Finally, preparation also includes the establishment of a team, usually a CSIRT. This includes
practical considerations such as the decision to handle incidents internally or to subcontract,
fully or partially, the tasks to qualified MSSPs, the choice of a centralised or distributed or-
ganisation for incident response, and the reporting chain. Choosing between a centralised or
a distributed structure is guided by the structure of the organisation. A distributed structure
enables better proximity (geographical as well as functional) between the incident respon-
ders and the business units. However, it may increase the required coordination efforts and
cost.

Incident response is very much a person-intensive task, which is related to crisis manage-
ment. It requires the ability to work under pressure, both internally (to prevent the incident
from propagating or blocking the organisation) and externally (to deal withmanagement, reg-
ulatory or media pressure). There is thus a need for qualified personnel to practise incident
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response exercises, as is done in the military, for example. It also requires continuous train-
ing in order to keep up with the most recent threats. The integration of key people with the
relevant communities such as ISACs or CERTs also helps information sharing and ensures
that best practices are exchanged within the right community.

8.7.2 Handle: Actual incident response
As shown in figure 8.5, handling incidents requires three different activities, analysis, mitiga-
tion and communication.

Analysis is related to incident investigation, to understand the extent of the compromise and
of the damage to the systems, particularly data. If data have been lost or altered, the dam-
age might be extremely significant. Therefore, the investigation must assess what exactly
was compromised, and what was not, as well as the time the compromise occurred. This is
extremely difficult, due to the duration of certain attacks (months), the stealthy techniques
attackers deploy to remain hidden (erasing logs or systems, encrypting communications),
and the difficulty of freezing and interacting with systems (attackers detecting interaction
may take very destructive action) and gathering evidence.

Mitigation is related to the deployment of emergency measures that can contain the inci-
dent and limit its impact. Mitigation must first limit the damage that is brought to systems,
such as information erasure or disclosure, that an attacker could trigger if he is discovered.
It must also ensure that attackers do not propagate to other systems. Containment may in-
clude blocking network accesses in certain perimeters, or shutting down services, systems
or communications. Containment may unfortunately have an adverse impact on desirable
functions. For example, cutting network access prevents attackers fromcommunicatingwith
compromised systems, but also makes patching them or backing them up more difficult.

It is common that mitigation measures reveal additional information about the attacker, its
methods and targets. Hence, figure 8.5 includes a closed loop between analysis and miti-
gation, to emphasise the fact that analysis and mitigation should be understood as feeding
each other.

As already mentioned in section 8.7.1, communication is an integral part of incident handling.
Once the extent of the damage has been established, it is necessary to alert the authorities
and comply with regulations as needed.

8.7.3 Follow-up: post-incident activities
The final step in an incident response is to verify that the full extent of the compromise has
been realised and to clean up the system. Restoring a system is also connected to reliabil-
ity engineering, as system integrators must plan and system operators must maintain for
restoration in the case of compromise.

Another important aspect of post-incident activities is to measure the performance of the
team and the procedures, in order to improve them. This is often difficult, and Ahmad et
al. [933] pointed out several factors related to this difficulty. First, thismeans sacrificing short-
term goals (handling current incidents and returning to normal operations) to improve long-
term behaviour (e.g., faster and/or more accurate mitigation). Another aspect of follow-up
that should be taken into account is the impact of the incident. While major incidents gen-
erally lead to post-mortem analysis and changes in policy, low-impact incidents may be left
out of the follow-up procedure. However, it is often the case that these low-impact incidents
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take up a major part of the resources devoted to incident management and they should be
explored as well.

Communication is also an important aspect of follow-up. Lessons learned from incidents
should impact incident training, to ensure that responders are up to date with attacker meth-
ods. It should also enable information sharing with peers, so that best practices are propa-
gated to the community as a whole, to learn from incidents beyond the ones affecting each
organisation.

Another related subject is attack attribution [835]. The objective is to understand where and
why the attack came from, and in particular the motivations of the attacker. This will help
restore the system to a working state and prevent later compromise.

Some of the work on attribution has focused on malware analysis, to provide technical evi-
dence of the source of the attack. The objective is to find in the malware code evidence of its
roots, such as code reuse or comments that may explain the motivations of the author. This
enables the definition of malware families, which then may help define more generic IoCs
to detect the propagation of malicious code even if the exact variant is not known. Malware
authors do use many techniques to make this difficult, as explained in section 8.3.1.

Other works on attribution observe network activity to extract commonalities. Groups of at-
tackersmay share Command andControl (C&C) infrastructures, thus attacksmay come from
the same IP addresses or use the same domain names. They might reuse services, thus us-
ing similar-looking URLs or commands.

However, attribution is very expensive, particularly if the objective is to use forensics tech-
niques to support legal action. At this point in time, forensics and attribution remain an ex-
tremely specific field and are not included in Security Operations and Incident Management,
because they require expertise, tools and time beyondwhat SIEManalystsmanning consoles
can provide.

Legal action using the information gathered through forensics techniques is discussed in the
Forensics key area description.

8.8 CONCLUSION
The Security Operations and Incident Management domain includes many topics. From a
technical standpoint, SOIM requires the ability to observe the activity of an Information Sys-
tem or network, by collecting traces that are representative of this activity. It then requires
the ability to analyse these traces in real time, or almost real time, to detect malicious events
included in these traces, and to send out alerts related to these events. The definition of a
malicious event depends on the analysis technique and on the data source used to perform
the detection. Once an attack is detected, it must be reported and analysed on a SIEM plat-
form, to assess the impact of the attack and to determine the potential remedial actions that
can be applied to block the attack or mitigate its effects.

From an operational standpoint, SOIM is very much a process, and the definition of this pro-
cess requires strongmanagement. It relies on people to performmany of the tasks, from con-
figuring the detectors to analysing the alerts to deciding on remediations. Therefore, skilled
analysts are one of the cornerstones of Security Operations and Incident Management. An-
other key aspect is planning, as all the tools and personnel must be in place before anything
can happen. Finally, SOIM is expensive, requiring both complex tools and skilled, round-the-
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clock personnel to man them. However, the heavy reliance of our society on digital tools, as
well as the regulatory context, require that these tools and processes are put in place every-
where.
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INTRODUCTION
Digital forensic science, or digital forensics, is the application of scientific tools and meth-
ods to identify, collect and analyse digital (data) artifacts in support of legal proceedings.
From a technical perspective, it is the process of identifying and reconstructing the relevant
sequence of events that has led to the currently observable state of a target IT system or (dig-
ital) artifacts. The importance of digital evidence has grown in lockstep with the fast societal
adoption of information technology, which has resulted in the continuous accumulation of
data at an exponential rate. Simultaneously, there has been rapid growth in network connec-
tivity and the complexity of IT systems, leading to more complex behaviour that may need
investigation.

The primary purpose of this Knowledge Area is to provide a technical overview of digital
forensic techniques and capabilities, and to put them into a broader perspective with regard
to other related areas in the cybersecurity domain. The discussion on legal aspects of digi-
tal forensics is limited only to general principles and best practices, as the specifics of the
application of these principles tend to vary across jurisdictions. For example, the Knowledge
Area discusses the availability of different types of evidence, but does not work through the
legal processes that have to be followed to obtain them. The Law & Regulation Knowledge
Area (Chapter 3) discusses specific concerns related to jurisdiction and the legal process to
obtain, process, and present digital evidence.

CONTENT

9.1 DEFINITIONS AND CONCEPTUAL MODELS
[936, 937, 938, 939, 940]

Broadly, forensic science is the application of scientificmethods to collect, preserve and anal-
yse evidence related to legal cases [936]. Historically, this involved the systematic analysis
of (samples of) physical material in order to establish causal relationships between various
events, as well as to address issues of provenance and authenticity. The rationale behind it,Locard’s exchange principle, is that physical contact between objects inevitably results in the
exchange of matter, leaving traces that can be analysed to (partially) reconstruct the event.

With the introduction of digital computing and communication, which we refer to as the cy-ber domain, the same general assumptions were extended largely unchallenged. Although a
detailed conceptual discussion is beyond the scope of this chapter, it is important to recog-
nise that the presence of a persistent digital (forensic) trace is neither inevitable, nor is it a
“natural” consequence of the processing and communication of digital information.

A digital (forensic) trace is an explicit, or implicit, record that testifies to the execution of spe-
cific computations, or the communication and/or storage of specific data. These events can
be the result of human-computer interaction, such as a user launching an application, or they
can be the result of the autonomous operation of the IT system (e.g., scheduled backup).
Explicit traces directly record the occurrence of certain types of events as part of the nor-
mal operation of the system; most prominently, these include a variety of timestamped sys-
tem and application event logs. Implicit traces take many forms, and allow the occurrence
of some events to be deduced from the observed state of the system, or artifact, and en-
gineering knowledge of how the system operates. For example, the presence on a storage
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device of a unique chunk of data that is part of a known file can demonstrate that the file
was likely to have been present once, and was subsequently deleted and partially overwrit-
ten. The observed absence of normal log files can point to a security breach during which
the perpetrators wiped the system logs as a means to cover their tracks.

Although they frequently exist, these traces of cyber interactions are the result of conscious
engineering decisions that are not usually taken to specifically facilitate forensics. This has
important implications with respect to the provenance and authenticity of digital evidence,
given the ease with which digital information can be modified.

9.1.1 Legal Concerns and the Daubert Standard
The first published accounts ofmisuse andmanipulation of computer systems for illegal pur-
poses such as theft, espionage and other crimes date back to the 1960s. During the 1970s, the
first empirical studies of computer crime were carried out using established criminological
research methods. In the early-to-mid 1980s, targeted computer crime legislation emerged
across Europe andNorthAmerica [941, 942]; in recognition of the inherent cross-jurisdictional
scope of many such crimes, international cooperation agreements were also put in place.

In the UK, the Computer Misuse Act 1990 [937] defines computer-specific crimes – S1 Unau-
thorised Access To Computer Material, S2 Unauthorised Access with Intent to Commit Other
Offences, S3 Unauthorised Acts with Intent to Impair Operation, and S3A Making, Supplying
or Obtaining. The Police & Criminal Evidence Act 1984 and Criminal Justice & Police Act 2001
address computer-specific concerns with respect to warrants, search and seizure.

In many jurisdictions, legal statutes related to misuse of telecommunications are separate
(and older than) those related to computer crimes. We use the umbrella term cybercrime to
collectively refer to all crimes related to computer and telecommunications misuse; broadly,
these include the use of cyber systems to commit any type of crime, as well as the criminal
targeting of cyber systems.

As is usually the case, legal systems require time to assimilate new laws and integrate them
into routine law practice. Conversely, legislation usually requires corrections, clarification and
unified interpretation in response to concerns encountered in the courtroom. One of the earli-
est andmost influential legal precedents was set by the US Supreme Court, which used three
specific cases – Daubert v. Merrell Dow Pharmaceuticals, 509 U.S. 579 (1993); General Elec-
tric Co. v. Joiner, 522 U.S. 136 (1997); and Kumho Tire Co. v. Carmichael, 526 U.S. 137 (1999)
– to establish a new standard for the presentation of scientific evidence in legal proceedings,
often referred to as the Daubert standard [943].

As per Goodstein [938], “The presentation of scientific evidence in a court of law is a kind of
shotgunmarriage between the two disciplines. ... The Daubert decision is an attempt (not the
first, of course) to regulate that encounter.” These cases set a new standard for expert testi-
mony, overhauling the previous Frye standard of 1923 (Frye v. United States, 293 F. 1013, D.C.
Cir. 1923). In brief, the SupremeCourt instructed trial judges to become gatekeepers of expert
testimony, and gave four basic criteria to evaluate the admissibility of forensic evidence:

1. The theoretical underpinnings of themethodsmust yield testable predictions bymeans
of which the theory could be falsified.

2. The methods should preferably be published in a peer-reviewed journal.

3. There should be a known rate of error that can be used in evaluating the results.
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4. The methods should be generally accepted within the relevant scientific community.

The court also emphasised that these standards are flexible and that the trial judge has a lot
of leeway in determining the admissibility of forensic evidence and expert witness testimony.
The Daubert criteria have been broadly accepted, in principle, by other jurisdictions subject to
interpretation in the context of local legislation. In the UK, the Law Commission for England
andWales proposed in consultation paper No. 190 [939] the adoption of criteria that build on
Daubert.

The ACPO Good Practice Guide for Digital Evidence codifies four basic principles for the ac-
quisition and handling of digital evidence:

1. No action taken by law enforcement agencies, persons employedwithin those agencies
or their agents should change data which may subsequently be relied upon in court.

2. In circumstances where a person finds it necessary to access original data, that person
must be competent to do so and be able to give evidence explaining the relevance and
the implications of their actions.

3. An audit trail or other record of all processes applied to digital evidence should be cre-
ated and preserved. An independent third party should be able to examine those pro-
cesses and achieve the same result.

4. The person in charge of the investigation has overall responsibility for ensuring that the
law and these principles are adhered to.

These principles seek to provide operational guidance to digital forensic investigators on how
tomaintain the integrity of the evidence and the investigative process, such that the evidence
can be used in a court of law.

In the UK, the Forensic Science Regulator mandates that any provider of digital forensic sci-
ence must be “accredited to BS EN ISO/IEC 17020:2012 for any crime scene activity and
BS EN ISO/IEC 17025:2005 for any laboratory function (such as the recovery or imaging of
electronic data)” [944]. ISO/IEC 17025 [945] is an international standard specifying general
requirements for the competence of testing and calibration laboratories; in other words, the
certification attests to the quality and rigour of the processes followed in performing the
forensic examination.

In the US, there is no strict legal requirement for digital forensic science providers to be certi-
fied to particular standards. Most large federal and state forensic labs domaintain ISO 17025
certifications; as of 2019, eighty five of them have such credentials for the processing of dig-
ital evidence.

Digital forensic techniques are also applied in a much broader range of inquiries, such as in-
ternal corporate investigations, that often do not result in formal proceedings in public court.
Despite the fact that investigationsmay not require the same standard of proof, forensic ana-
lysts should always follow sound forensic practices in collecting and analysing the artifacts.
This includes adherence to any judicial requirements when working with inherently personal
data, which can be a non-trivial concern when the investigation is multi-jurisdictional. In such
cases, it is important to seek timely legal advice to preserve the integrity of the inquiry.
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9.1.2 Definitions
In 2001, the first Digital Forensics Research Workshop (DFRWS) was organised in response
to the need to replace the prevalent ad hoc approach to digital evidence with a systematic,
multi-disciplinary effort to firmly establish digital forensics as a rigorous scientific discipline.
The workshop produced an in-depth report outlining a research agenda and provided one of
the most frequently cited definitions of digital forensic science in the literature:

[DFRWS] Digital forensics is the use of scientifically derived and proven methods towardthe preservation, collection, validation, identification, analysis, interpretation, documenta-tion and presentation of digital evidence derived from digital sources for the purpose offacilitating or furthering the reconstruction of events found to be criminal, or helping toanticipate unauthorised actions shown to be disruptive to planned operations. [946]
This definition, although primarily stressing the investigation of criminal actions, also in-
cludes an anticipatory element, which is typical of the notion of forensics in operational en-
vironments, and brings it closer to incident response and cyber defence activities. In these
situations, the analysis is primarily to identify the vector of attack and the scope of a security
incident; the identification of adversaries with any level of certainty is rare and prosecution
is not the typical outcome. In contrast, the reference definition provided by NIST a few years
later [940] is focused entirely on the legal aspects of forensics, and emphasises the impor-
tance of a strict chain of custody:

[NIST]Digital forensics (NIST) is considered the application of science to the identification,collection, examination, and analysis of data while preserving the integrity of the informa-tion and maintaining a strict chain of custody for the data. Data refers to distinct pieces ofdigital information that have been formatted in a specific way. [940]
The above law-centric definitions provide a litmus test for determiningwhether specific inves-
tigative tools and techniques qualify as being forensic. From a legal perspective, a flexible,
open-ended definition is normal and necessary during legal proceedings to fit the case. How-
ever, from a technical perspective, they do not provide a meaningful starting point; therefore,
we can adapt a refinement of the working definition first introduced in [947]:

[Working] Digital forensics is the process of identifying and reconstructing the relevantsequence of events that have led to the currently observable state of a target IT system or(digital) artifacts.
The notion of relevance is inherently case-specific, and a large part of forensic analysts’ ex-
pertise is the ability to identify evidence that concerns the case at hand. Frequently, a critical
component of forensic analysis is the causal attribution of event sequence to specific human
actors of the system (such as users, administrators, attackers). The provenance, reliability,
and integrity of the data used as evidence data is of primary importance.

According to this definition, we can view every effort made to perform system or artifact
analysis after the fact as a form of digital forensics. This includes common activities such
as incident response and internal investigations, which almost never result in any legal action.
On balance, only a tiny fraction of forensic analyses make it to the courtroom as formal evi-
dence, although this should not constrain us from exploring the full spectrum of techniques
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for reconstructing the past of digital artifacts. The benefit of employing a broader view of
forensic computing is that it helps us to identify closely related tools and methods that can
be adapted and incorporated into forensics.

9.1.3 Conceptual Models
In general, there are two possible approaches to rebuilding the relevant sequence of events
in the analysis of a cyber system from the available data sources – state-centric, and history-
centric/log-centric. The starting point for state-centric approaches is a snapshot of the state
of the system of interest; for example, the current content of a hard drive or another storage
medium. Using the knowledge of how a particular system/application operates, we can de-
duce a prior state of interest. For example, if unique pieces of a known file are on themedium,
but the file is not available via the normal file system interface, the most likely explanation
is that the file was once stored in the file system but was subsequently deleted (the space
was marked for reuse) and partially overwritten by newer files. The main constraint here is
the dearth of historical data points, which limits our ability to deduce the state of the system
at any given point in the past.

Log-centric approaches rely on an explicit, timestamped history of events (a log) that docu-
ments the updates to the system’s state. For example, a packet capture contains the com-
plete history of network communications over a period of time. Operating Systems (OSs)
maintain a variety of monitoring logs that detail various aspects of the operation of the OS
kernel and different applications; additional auditing and security monitoring tools can pro-
vide yet more potentially relevant events. Many applications, especially in the enterprise do-
main, provide application-level logs. Thus, a log-rich environment contains potentially all the
relevant details to an investigation; the challenge is to sift through the log entries, which often
number in the millions, to find and put together the relevant events.

Historically, storage has been a precious resource in computer systems, leading to software
designs that emphasise space efficiency by updating the information in place, and keeping
a minimal amount of log information. Consequently, the principal approach to forensics has
been predominantly state-centric.

Over the last ten to fifteen years, technology advances have made storage and bandwidth
plentiful and affordable, which has led to a massive increase in the amount of log data main-
tained by IT systems and applications. There is a clear trend towards increasing the amount
and granularity of telemetry data being sent over the network by operating systems and in-
dividual applications as part of their normal operations. Consequently, there is a substantial
need to evolve a forensic methodology such that log information takes on a correspondingly
higher level of importance. In other words, the current period marks an important evolution
in digital forensic methodology, one that requires substantial retooling and methodological
updates.
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9.1.3.1 Cognitive Task Model

Differential analysis [948] is a basic building block of the investigative process, one that is
applied at varying levels of abstraction and to a wide variety of artifacts. However, it does
not provide an overall view of how forensic experts actually perform an investigation. This is
particularly important in order to build forensic tools that better support cognitive processes.

Unfortunately, digital forensics has not been the subject of any serious interest on the part
of cognitive scientists and there has been no coherent effort to document forensic investiga-
tions. Therefore, we adopt the sense-making process originally developed by Pirolli & Card
[949] to describe intelligence analysis - a cognitive task that is very similar to forensic anal-
ysis. The Pirolli & Card cognitive model is derived from an in-depth Cognitive Task Analysis
(CTA), and provides a reasonably detailed view of the different aspects of an intelligence an-
alyst’s work. Although many of the tools are different, forensic and intelligence analysis are
very similar in nature - in both cases analysts have to go through a mountain of raw data
to identify (relatively few) relevant facts and put them together into a coherent story. The
benefit of using this model is that: a) it provides a fairly accurate description of the investiga-
tive process in its own right, and allows us to map the various tools to the different phases
of the investigation; b) it provides a suitable framework for explaining the relationships of
the various models developed within the area of digital forensics; and c) it can seamlessly
incorporate information from other lines of the investigation.

The overall process is shown in Figure 9.1. The rectangular boxes represent different stages
in the information processing pipeline, starting with raw data and ending with presentable
results. The arrows indicate transformational processes thatmove information from one box
to another. The x axis approximates the overall level of effort required to move information
from the raw to the specific processing stage. The y axis shows the amount of structure (with
respect to the investigative process) in the processed information for every stage. Thus, the
overall trend is to move the relevant information from the lower left-hand to the upper right-
hand corner of the diagram. In reality, the processing can both meander through multiple
iterations of local loops and jump over phases (for routine cases handled by an experienced
investigator).

External data sources include all potential evidence sources for a specific investigation such
as disk images, memory snapshots, network captures and reference databases such as
hashes of known files. The shoebox is a subset of all the data that have been identified as
potentially relevant, such as all the email communications between two persons of interest.
At any given time, the contents of the shoebox can be viewed as the analyst’s approximation
of the information content that is potentially relevant to the case. The evidence file contains
only the parts that are directly relevant to the case such as specific email exchanges on a
topic of interest.

The schema contains amore organised version of the evidence such as a timeline of events or
a graph of relationships, which allows higher-level reasoning over the evidence. A hypothesis
is a tentative conclusion that explains the observed evidence in the schemaand, by extension,
could form the final conclusion. Once the analyst is satisfied that the hypothesis is supported
by the evidence, the hypothesis turns into a presentation, which is the final product of the
process. The presentation usually takes on the form of an investigator’s report that both
speaks to the high-level conclusions that are relevant to the legal case and also documents
the low-level technical steps based on which the conclusion has been formed.

The overall analytical process is iterative in nature with two main activities loops: a foraging
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Figure 9.1: Notional model of sense-making loop for analysts derived from cognitive task
analysis [950, p.44].

loop that involves the actions taken to find potential sources of information, and which then
queries them and filters them for relevance; and a sense-making loop in which the analyst
develops – in an iterative fashion – a conceptual model that is supported by the evidence.
The information transformation processes in the two loops can be classified into bottom-
up (organising data to build a theory) or top-down (finding data based on a theory) ones.
Analysts apply these techniques in an opportunistic fashionwithmany iterations, in response
to both newly discovered pieces of evidence, and to high-level investigative questions.

9.1.3.2 Bottom-Up Processes

Bottom-up processes are synthetic – they build higher-level (more abstract) representations
of information from more specific pieces of evidence.

• Search and filter: External data sources, hard drives, network traffic, etc. are searched for
relevant data based on keywords, time constraints and others in an effort to eliminate
the vast majority of irrelevant data.

• Read and extract: Collections in the shoebox are analysed to extract individual facts
and relationships that can support or disprove a theory. The resulting pieces of artifacts
(e.g., individual email messages) are usually annotated with their relevance to the case.

• Schematize: At this step, individual facts and simple implications are organised into a
schema that can help organise and identify the significance of and relationships be-
tween a growing number of facts and events. Timeline analysis is one of the basic
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tools of the trade; however, any method of organising and visualising the facts-graphs,
charts, etc.-can greatly speed up the analysis. This is not an easy process to formalise,
andmost forensic tools do not directly support it. Therefore, the resulting schemasmay
exist on a piece of paper, on a whiteboard or only in the mind of the investigator. Since
the overall case could be quite complicated, individual schemas may cover specific
aspects of it such as the discovered sequence of events.

• Build case: From the analysis of the schemas, the analyst eventually comes up with
testable theories, or working hypotheses, that can explain the evidence. A working hy-
pothesis is a tentative conclusion and requires more supporting evidence, as well as
rigorous testing against alternative explanations. It is a central component of the inves-
tigative process and is a common point of reference that brings together the legal and
technical sides in order to build a case.

• Tell story: The typical result of a forensic investigation is a final report and, perhaps, an
oral presentation in court. The actual presentationmay only contain the part of the story
that is strongly supported by the digital evidence; weaker points may be established by
drawing on evidence from other sources.

9.1.3.3 Top-Down Processes

Top-down processes are analytical – they provide context and direction for the analysis of
less structured data search and they help organise the evidence. Partial or tentative conclu-
sions are used to drive the search for supporting and contradictory pieces of evidence.

• Re-evaluate: Feedback from clients may necessitate re-evaluations, such as collecting
stronger evidence or pursuing alternative theories.

• Search for support: A hypothesis may need more facts to be of interest and, ideally,
would be tested against every (reasonably) possible alternative explanation.

• Search for evidence: Analysis of theories may require the re-evaluation of evidence to
ascertain its significance/provenance, or it may trigger the search for more/better evi-
dence.

• Search for relations: Pieces of evidence in the file can suggest new searches for facts
and relations on the data.

• Search for information: The feedback loop from any of the higher levels can ultimately
cascade into a search for additional information; this may include new sources, or the
re-examination of information that was filtered out during previous passes.

9.1.3.4 The Foraging Loop

It has been observed [951] that analysts tend to start with a high-recall/low-selectivity query,
which encompasses a fairly large set of documents – many more than the analyst can read.
The original set is then successively modified and narrowed down before the documents are
read and analysed.

The foraging loop is a balancing act between three kinds of processing that an analyst can
perform- explore, enrich and exploit. Exploration effectively expands the shoebox by including
larger amounts of data; enrichment shrinks it by providing more specific queries that include
fewer objects for consideration; exploitation is the careful reading and analysis of an arti-
fact to extract facts and inferences. Each of these options has varying costs and potential
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rewards and, according to information foraging theory [952], analysts seek to optimise their
cost/benefit trade-offs.

Information foraging in this context is a highly iterative process with a large number of in-
cremental adjustments in response to the emerging evidence. It is the responsibility of the
investigator to keep the process on target and within the boundaries of any legal restrictions.

9.1.3.5 The Sense-Making Loop

Sense-making is a cognitive term and, according to Klein’s [953] widely quoted definition, is
the ability to make sense of an ambiguous situation. It is the process of creating situational
awareness and understanding to support decision making in the face of uncertainty – an
effort to understand connections between people, places and events in order to anticipate
their trajectories and act effectively.

There are three main processes involved in the sense-making loop: problem structuring-the
creation and exploration of hypotheses, evidentiary reasoning – the employment of evidence
to support/disprove a hypothesis and decision making-selecting a course of action from a
set of available alternatives.

It is important to recognize that the described information processing loops are closely tied
together and often trigger iterations in either directions. New evidence may require a new
working theory, whereas a new hypothesis may drive the search for new evidence to support
or disprove it.

9.1.3.6 Data Extraction vs. Analysis vs. Legal Interpretation

Considering the overall process from Figure 9.1, we gain a better understanding of the roles
and relationships among the different actors. At present, digital forensic researchers and
tool developers primarily provide the means to acquire the digital evidence from the forensic
targets, extract (and logically reconstruct) data objects from it, and the essential tools to
search, filter, and organize it. In complex cases, such as a multi-national security incident,
identifying and acquiring the relevant forensic targets can be a difficult and lengthy process.
It is often predicated in securing the necessary legal rulings in multiple jurisdictions, as well
as the cooperation of multiple organizations.

Forensic investigators are the primary users of these technical capabilities, employing them
to analyse specific cases and to present legally-relevant conclusions. It is the responsibility
of the investigator to drive the process and to perform all the information foraging and sense-
making tasks. As the volume of the data being analysed continues to grow, it becomes ever
more critical for the forensic software to offer higher levels of automation and abstraction.
Data analytics and natural language processing methods are starting to appear in dedicated
forensic software, and – going forward – an expanding range of statistical and machine
learning tools will need to be incorporated into the process.

Legal experts operate in the upper right-hand corner of the depicted process in terms of build-
ing/disproving legal theories. Thus, the investigator’s task can be described as the translation
of highly specific technical facts into a higher level representation and theory that explains
them. The explanation is almost always connected to the sequence of the actions of the
people that are part of the case, such as suspects, victims, and witnesses.

In summary, investigators need not be forensic software engineers, but they must be tech-
nically proficient enough to understand the significance of the artifacts extracted from data
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sources, and they must be able to read the relevant technical literature (peer-reviewed arti-
cles) in full. As the sophistication of the tools grows, investigators will need to have aworking
understanding of a growing list of data science methods that are employed by the tools in
order to correctly interpret the results. Similarly, analysts must have a working understand-
ing of the legal landscape, and they must be able to produce a competent report and present
their findings on the witness stand, if necessary.

9.1.3.7 Forensic Process

The defining characteristic of forensic investigations is that their results must be admissible
in court. This entails following established procedures for acquiring, storing, and processing
of the evidence, employing scientifically established analytical tools and methods, and strict
adherence to a professional code of practice and conduct.

Data Provenance and Integrity. Starting with the data acquisition process, an investigator
must follow accepted standards and procedures in order to certify the provenance andmain-
tain the integrity of the collected evidence. In brief, this entails acquiring a truthful copy of
the evidence from the original source using validated tools, keeping custodial records and
detailed case notes, using validated tools to perform the analysis of the evidence, cross-
validating critical pieces of evidence, and correctly interpreting the results based on peer-
reviewed scientific studies.

As discussed in the following section, data acquisition can be performed at different levels of
abstraction and completeness. The traditional gold standard is a bit-level copy of the forensic
target, which can then be analysed using knowledge of the structure and semantics of the
data content. As storage devices increase in complexity and encryption becomes the default
data encoding, it is increasingly infeasible to obtain a true physical copy of the media and a
(partial) logical acquisitionmay be the only possibility. For example, the only readily available
source of data content for an up-to-date smartphone (with encrypted local storage) might
be a cloud backup of the user’s data. Further, local data may be treated by the courts as
having higher levels of privacy protection than data sharedwith a third party, such as a service
provider.

Scientific Methodology. The notion of reproducibility is central to the scientific validity of
forensic analysis; starting with the same data and following the same process described
in the case notes should allow a third party to arrive at the same result. Processing methods
should have scientifically established error rates and different forensic tools that implement
the same type of data processing should yield results that are either identical, or within known
statistical error boundaries.

The investigator must have a deep understanding of the results produced by various foren-
sic computations. Some of the central concerns include: inherent uncertainties in some of
the source data, the possibility for multiple interpretations, as well as the recognition that
some of the data could be fake in that it was generated using anti-forensics tools in order to
confuse the investigation. The latter is possible because most of the data item used in the
forensic analysis is produced during the normal operation of the system, and is not tamper-
proof. For example, an intruder with sufficient access privileges can arbitrarily modify any of
the millions of file timestamps potentially making timeline analysis – a core analytical tech-
nique – unreliable. Experienced forensic analysts are alert to such issues and seek, whenever
possible, to corroborate important pieces of information from multiple sources.

Tool Validation. Forensic tool validation is a scientific and engineering process that subjects
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specific tools to systematic testing in order to establish the validity of the results produced.
For example, data acquisition software must reliably produce an unmodified and complete
copy of the class of forensic targets it is designed to handle.

Forensic Procedure. The organizational aspect of the forensic process, which dictates how
evidence is acquired, stored, and processed is critical to the issue of admissibility. Strict ad-
herence to established standards and court-imposed restriction is the most effective means
of demonstrating to the court that the results of the forensic analysis are truthful and trust-
worthy.

Triage. The volume of data contained by a forensic target typically far exceeds the amount
of data relevant to an inquiry. Therefore, in the early stages of an investigation, the focus of
the analysis is to (quickly) identify the relevant data and filter out the irrelevant. Such initial
screening of the content, often referred to as triage, results in either follow up deep examina-
tion, or in deprioritisation, or removal of the target from further consideration.

Legally, there can be a number of constraints placed on the triage process based on the the
case and the inherent privacy rights in the jurisdiction. From a technical perspective [954],
“triage is a partial forensic examination conducted under (significant) time and resource con-
straints.” In other words, investigators employ fast examination methods, such as looking at
file names, examining web search history, and similar, to estimate (based on experience) the
value of the data. Such results are inherently less reliable than a deep examination as it is
easy to create a mismatch between data attribute and actual content. Therefore, courts may
place constraints on the use of computers by convicted offenders to facilitate fast screening
by officers in the field without impounding the device.

9.2 OPERATING SYSTEM ANALYSIS
[940, 955, 956]

Modern computer systems generally still follow the original von Neumann architecture [957],
which models a computer system as consisting of three main functional units – CPU, main
memory, and secondary storage – connected via data buses. To be precise, the actual inves-
tigative targets are not individual pieces of hardware, but the different Operating System (OS)
modules controlling the hardware subsystems and their respective data structures.

Our discussion takes a high level view of OS analysis – it is beyond the scope of the Knowl-
edge Area to delve into the engineering details of how different classes of devices are anal-
ysed. For example, smartphones present additional challenges with respect to data acquisi-
tion; however, they are still commodity computers with the vast majority of them running on
a Linux kernel. The same applies to other classes of embedded devices, such as UAVs and
vehicle infotainment systems.

The OS functions at a higher level of privilege relative to user applications and directly man-
ages all the computer system’s resources–CPU,mainmemory, and I/O devices. Applications
request resources and services from the OS via the system call interface and employ them
to utilize them to accomplish a specific task. The (operating) system maintains a variety of
accounting information that can bear witness to events relevant to an inquiry [955].

System analysis employs knowledge of how operating systems function in order to reach
conclusions about events and actions of interest to the case. Average users have very little
understanding of the type of information operating systems maintain about their activities,
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and usually do not have the knowledge and/or privilege level to tamper with system records
thereby making them forensically useful, even if they do not fit a formal definition for secure
and trustworthy records.

9.2.1 Storage Forensics
Persistent storage in the form of Hard Disk Drives (HDDs), Solid State Drives (SSDs), optical
disks, external (USB-connected) media etc. is the primary source of evidence for most digital
forensic investigations. Although the importance of (volatile) memory forensics in solving
cases has grown significantly, a thorough examination of persistent data has remained a
cornerstone of most digital forensic investigations.

9.2.1.1 Data Abstraction Layers

Computer systems organise raw storage in successive layers of abstraction – each software
layer (some may be in firmware) builds an incrementally more abstract data representation
that is only dependent on the interface provided by the layer immediately below it. Accord-
ingly, forensic analysis of storage devices can be performed at several levels of abstraction
[956]:

PHYSICAL MEDIA. At the lowest level, every storage device encodes a sequence of bits and it is
possible, in principle, to use a custommechanism to extract the data bit by bit. Depending on
the underlying technology, this can be an expensive and time-consuming process, and often
requires reverse engineering. One example of this process is the acquisition of mobile phone
data, in some of which it is possible to physically remove (desolder) the memory chips and
perform a true hardware-level acquisition of the content [958]. A similar “chip-off” approach
can be applied to a flash memory devices, such as SSD, and to embedded and Internet of
Things (IoT) devices with limited capabilities and interfaces. Another practical approach is
to employ engineering tools that support the hardware development process and employ, for
example, a standard JTAG interface [959] – designed for testing and debugging purposes –
to perform the necessary data acquisition.

In practice, the lowest level at which typical examinations are performed is the Host Bus
Adapter (HBA) interface. Adapters implement a standard protocol (SATA, SCSI) through
which they can be made to perform low-level operations, such as accessing the drive’s con-
tent. Similarly, the NVMe protocol [960] is used to perform acquisition from PCI Express-
based solid-state storage devices.

All physical media eventually fail and (part of) the stored data may become unavailable. De-
pending on the nature of the failure, and the sophistication of the device, it may be possible
to recover at least some of the data. For example, it may be possible to replace the failed
controller of a HDD and recover the content. Such hardware recovery becomesmore difficult
with more integrated and complex devices.

BLOCK DEVICE. The typical HBA presents a block device abstraction – the medium is pre-
sented as a sequence of fixed-size blocks, commonly consisting of 512 or 4096 bytes, and
the contents of each block can be read or written using block read/write commands. The typ-
ical data acquisition process works at the block device level to obtain a working copy of the
forensic target – a process known as imaging – on which all further processing is performed.
Historically, the term sector is used to refer to the data transfer units of magnetic hard disks;
a (logical) block is a more general term that is independent of the storage technology and
physical data layout.
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FILE SYSTEM. The block device has no notion of files, directories or – in most cases – which
blocks are considered allocated andwhich ones are free; it is the filesystem’s task to organise
the block storage into a file-based store in which applications can create files and directories
with all of their relevant metadata attributes – name, size, owner, timestamps, access per-
missions etc.

APPLICATION ARTIFACTS. User applications use the filesystem to store various artifacts that
are of value to the end-user – documents, images, messages etc. The operating system itself
also uses the file system to store its own image – executable binaries, libraries, configuration
and log files, registry entries – and to install applications. Some application artifacts such as
compound documents have a complex internal structure integrating multiple artifacts of dif-
ferent types. An analysis of application artifacts tends to yield themost immediately relevant
results, as the recorded information most directly relates to actions and communications ini-
tiated by people. As the analysis goes deeper (to a lower level of abstraction), it requires
greater effort and more expert knowledge to independently reconstruct the actions of the
system. For example, by understanding the on-disk structures of a specific filesystem, a tool
can reconstitute a file out of its constituent blocks. This knowledge is particularly costly to
obtain from a closed system such asMicrosoft Windows, because of the substantial amount
of blackbox reverse engineering involved.

Despite the cost, independent forensic reconstruction is of critical importance for several
reasons:

• It enables the recovery of evidentiary data not available through the normal data access
interface.

• It forms the basis for recovering partially overwritten data.

• It allows the discovery and analysis of malware agents that have subverted the nor-
mal functioning of the system, thus making the data obtained via the regular interface
untrustworthy.

9.2.2 Data Acquisition
In line with best practices [940], analysing data at rest is not carried out on a live system.
The target machine is powered down, an exact bit-wise copy of the storage media is created,
the original is stored in an evidence locker and all the forensic work is performed on the copy.
There are exceptions to thisworkflow in caseswhere it is not practical to shut down the target
system and, therefore, a media image is obtained while the system is live. Evidently, such an
approach does not provide the same level of consistency guarantees, but it can still yield
valuable insights. The problem of consistency, also referred to as data smearing, does not
exist in virtualised environments, where a consistent image of the virtual disk can be trivially
obtained by using the built-in snapshot mechanism.

As already discussed, obtaining data from the lowest level system interface available and
independently reconstructing higher-level artifacts is considered the most reliable approach
to forensic analysis. This results in a strong preference for acquiring data at lower levels of
abstraction and the concepts of physical and logical acquisition.
Physical data acquisition is the process of obtaining the data directly from hardware
media, without the mediation of any (untrusted) third-party software.
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An increasingly common example of this approach is mobile phone data acquisition that re-
lies on removing the physical memory chip[958] and reading the data directly from it. More
generally, getting physical with the evidence source is usually the most practical and nec-
essary method for low-end embedded systems with limited hardware capabilities. Physical
acquisition also affords access to additional over-provisioned raw storage set aside by the
storage device in order to compensate for the expected hardware failures. As a general rule,
devices offer no external means to interrogate this shadow storage area.

Chip-off techniques present their own challenges in that the process is inherently destructive
to the device, the data extraction and reconstruction requires additional effort, and the overall
cost can be substantial.

For general-purpose systems, tools use an HBA protocol such as SATA or SCSI to interrogate
the storage device and obtain a copy of the data. The resulting image is a block-level copy
of the target that is generally referred to as physical acquisition by most investigators; Casey
uses the more accurate term pseudo-physical to account for the fact that not every area of
the physical media is acquired and that the order of the acquired blocks does not necessarily
reflect the physical layout of the device.

In some cases, it is necessary to perform additional recovery operations before a usable
copy of the data is obtained. One common example is RAID storage devices, which contain
multiple physical devices that function together as a single unit, providing built-in protection
against certain classes of failures. In common configurations such as RAID 5 and 6 the con-
tent acquisition of individual drives is largely useless without the subsequent step of RAID
data reconstruction.

Modern storage controllers are quickly evolving into autonomous storage devices, which im-
plement complex (proprietary) wear-levelling and load-balancing algorithms. This has two
major implications: a) the numbering of the data blocks is completely separated from the
actual physical location; and b) it is possible for the storage controller itself to become com-
promised [961], thus rendering the acquisition process untrustworthy. These caveats notwith-
standing, we will refer to block-level acquisition as being physical, in line with the accepted
terminology.

Logical data acquisition relies on one or more software layers as intermediaries to ac-
quire the data from the storage device.

In other words, the tool uses an Application Programing Interface (API), or message protocol,
to perform the task. The integrity of thismethod hinges on the correctness and integrity of the
implementation of the API, or protocol. In addition to the risk, however, there is also a reward –
higher level interfaces present a data view that is closer in abstraction to that of user actions
and application data structures. Experienced investigators, if equipped with the proper tools,
can make use of both physical and logical views to obtain and verify the evidence relevant
to the case.

Block-level acquisition can be accomplished in software, hardware or a combination of both.
The workhorse of forensic imaging is the dd Unix/Linux general purpose command-line util-
ity, which can produce a binary copy of any file, device partition or entire storage device. A
hardware write blocker is often installed on the target device to eliminate the possibility of
operator error, which can lead to the accidental modification of the target.

Cryptographic hashes are computed for the entire image and (preferably) for every block; the
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latter can be used to demonstrate the integrity of the remaining evidence if the original device
suffers a partial failure, which makes it impossible to read its entire contents. The National
Institute of Standards and Technology (NIST) maintains the Computer Forensic Tool Testing
(CFTT) project [962], which independently tests various basic tools, such as write blockers
and image acquisition tools and regularly publishes reports on its findings.

Encryption Concerns
Apart from having the technical capability to safely interrogate and acquire the content of
a storage device, one of the biggest concerns during data acquisition can be the presence
of encrypted data. Modern encryption is pervasive and is increasingly applied by default to
both stored data and data in transit over the network. By definition, a properly implemented
and administered data security system, which inevitably employs encryption, will frustrate
efforts to acquire the protected data and, by extension, to perform forensic analysis.

There are two possible paths to obtaining encrypted data – technical and legal. The technical
approach relies on finding algorithmic, implementation, or administrative errors, which allow
the data protection to be subverted. Although it is nearly impossible to create a complex IT
system that has no bugs, the discovery and exploitation of such deficiencies is becoming
increasingly more difficult and resource intensive.

The legal approach relies on compelling the personwith knowledge of the relevant encryption
keys to surrender them. This is relatively new legal territory and its treatment varies across
jurisdictions. In the UK, the Regulation of Investigatory Powers Act 2000 specifies the circum-
stances under which individuals are legally required to disclose the keys. Disclosure may run
counter the legal right against self-incrimination and in some jurisdictions, such as in the
United States, it is not yet definitively resolved.

The remainder of this discussion assumes that access to the raw data is ensured by either
technical, or legal means, which are beyond the scope of this knowledge area.

9.2.3 Filesystem Analysis
A typical storage device presents a block device interface with Bmax number of blocks of
size Bsize. All read and write I/O operations are executed at the granularity of a whole block;
historically, the standard block size adopted by HDDmanufacturers has been 512 bytes. With
the 2011 introduction of the Advanced Format standard [963], storage devices can support
larger blocks, with 4,096 bytes being the new preferred size.

Regardless of the base block size, many operating systems manage storage in clusters; acluster is a contiguous sequence of blocks and is the smallest unit at which raw storage is
allocated/reclaimed. Thus, if the device block/sector size is 4KiB but the chosen cluster size
is 16KiB, the OS will allocate blocks in groups of four.

For administration purposes, the raw drive may be split into one or more contiguous areas
called partitions, each of which has a designated use and can be independently manipulated.
Partitions can further be organised into volumes – a physical volume maps onto a single
partition, whereas a logical volume can integrate multiple partitions potentially frommultiple
devices. Volumes present a block device interface but allow for the decoupling of the physical
media organisation from the logical view presented to the operating system.

With a few exceptions, volumes/partitions are formatted to accommodate a particular file
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system (filesystem), which organizes and manages the blocks to create the abstraction of
files and directories togetherwith their relevantmetadata. TheOperating System (OS), as part
of its systemcall interface used by applications to request services, provides a filesystemAPI
that allows applications to create, modify and delete files; it also allows files to be grouped
into a hierarchical structure of directories (or folders).

A file is a named (opaque) sequence of bytes that is stored persistently.

As a general rule, the format and interpretation of file content is almost always outside the
purview of the operating system; it is the concern of relevant applications acting on behalf
of users.

A file system (filesystem) is an OS subsystem that is responsible for the persistent stor-
age and organisation of user and system files on a partition/volume.

It provides a high-level standard API such as POSIX, that is used by applications to store and
retrieve files by name without any concern for the physical storage method employed or the
layout of the data (and metadata) content.

Filesystem forensics uses knowledge of the filesystem’s data structures and the algorithms
used to create, maintain, and delete them to: a) extract data content from devices indepen-
dently of the operating system instance which created it; and b) extract leftover artifacts to
which the regular filesystem API does not offer access.

The first feature is important to ensure that the data are not beingmodified during acquisition
and that any potential security compromises do not affect the validity of the data. The sec-
ond provides access to (parts of) deallocated files that have not been overwritten, purposely
hidden data, and an implied history of the filesystem operation – the creation/deletion of files
– that is not explicitly maintained by the OS.

9.2.4 Block Device Analysis
Before the OS can organise a filesystem on a raw device, it typically splits it into a set of one
or more disjoint partitions.
A block device partition, or physical volume, is a contiguous allocation of blocks for a
specific purpose, such as the organisation of a file system.

Partitions are the basic method used for coarse-grained storage management; they allow a
single physical device to be dedicated to multiple purposes such as hosting different filesys-
tems or separating system from user files. If a subdivision is not needed, the entire device
can be trivially allocated to a single partition.

A logical volume is a collection of physical volumes presented and managed as a single
unit.

Logical volumes allow storage capacity from different devices to be pooled transparently (to
the filesystem) to simplify the use of available capacity. They also enable automated block-
level replication in the form of RAIDs [964] for enhanced performance and durability.
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9.2.5 Data Recovery & File Content Carving
One of the early staples of data recovery tools was the ‘undelete’ functionality, which can
reverse the effects of users deleting data. The most common case is that of users deleting
a file and needing to reverse the operation. On a HDD, this reversal is readily achievable im-
mediately after the deletion - the storage taken up by the file’s content is merely deallocated
(marked as available), but no actual destruction (sanitisation) of the data takes place.

A more difficult case is a HDD that has been in use for some time and that has been subse-
quently formatted (e.g., by somebody attempting to destroy evidence). The often employed
quick format command has the effect of overlaying a set of data structures that correspond
to an empty filesystem (a full format sanitizes the content of the media but can take hours to
complete so it is used less frequently). Thus, the normal filesystem interface, after querying
these structures, will report that there are no files. The reality is that – at that moment – only
filesystem metadata has been partially overwritten, and all the data blocks representing the
file content are still present on the media in full.

Forensic computing, unlike most other types of computation, is very interested in all recover-
able (partial) artifacts, including (and sometimes especially) deallocated ones. Unless a user
has taken special measures to securely wipe a hard disk, at any given time the media con-
tains recoverable application artifacts (files) that have ostensibly been deleted. The process
of restoring the artifacts is commonly accomplished by carving.
File (content) carving is the process of recovering and reconstructing file content directly
from block storage without using the filesystem metadata. More generally, data (struc-
ture) carving is the process of reconstructing logical objects (such as files and database
records) from a bulk data capture (disk/RAM image) without using metadata that de-
scribes the location and layout of the artifacts.

File carving is the oldest and most commonly used, technique and its basic form is based
on two simple observations: a) most file formats have specific beginning and end tags (a.k.a.header and footer); and b) file systems strongly favour a sequential file layout to maximise
throughput.

Put together, these yield a basic recovery algorithm: 1) scan the capture sequentially until a
known header is found; for example, JPEG images always start with the (hexadecimal) FF
D8 FF header; 2) scan sequentially until a corresponding footer is found; FF D9 for JPEG; 3)
copy the data in between as the recovered artifact. Figure 9.2 illustrates some of the most
common cases encountered during file carving:

1. No fragmentation is the most typical case, as modern filesystems require extra effort
to ensure sequential layout for optimal performance.

2. Nested content is often the result of deletion; in the example, after the initial sequential
back-to-back layout of the files, the content ahead and behind file B was deleted and
replaced by A. In some cases, the file format allows nesting; e.g., JPEGs commonly
have a thumbnail version of the image, which is also in JPEG format. This case can be
solved by makingmultiple passes – onceB is carved out (and its blocks removed from
further consideration) the content ofA becomes contiguous, so a subsequent pass will
readily extract it.

3. Bi-fragmented files are split into two contiguous pieces with the other content in be-
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header

footer

A1 A2 A3 A4 A5 B1 B2 B3
………

a) Contiguous file content

A1 A2 A3 A4 A5B1 B2 B3
……

b) Nested file content

A1 A2 A3 A4 A5
……

c) Bifragmented file

A1 A2 A3 A4 A5B1 B2 B3
……

d) Interleaved file content

Figure 9.2: Common file content layout encountered during carving.

tween, which also determines how difficult the reconstruction is; if the content in the
middle is easily distinguished from the content of the file (e.g., the pieces of text in
the middle of a compressed image) then the problem is relatively easy. Otherwise, it is
ambiguous and it could be quite difficult to identify the matching pieces.

4. Interleaved content is a more complicated version of nesting which happens when
larger files are used to fill the gaps created by the deletion of smaller ones.

This simple carving approach usually yields a good number of usable artifacts; however, real
data can contain a number of atypical patterns, which can lead to a large number of repetitive
and/or false positive results. One major reason is that file formats are not designed with
carving in mind and rarely have robust internal metadata that connect the constituent pieces
together. Some do not even have a designated header and/or footer, and this can result in a
large number of false positives, potentially producing results substantially larger in volume
than the source data.

Slack space recovery. Both RAM and persistent storage are almost always allocated in multi-
ples of a chosenminimumallocation units. Therefore, at the end of the allocated space, there
is storage capacity – slack space – that is not used by the application, but is also not avail-
able for other uses. For example, if theminimumallocation is 4KiB, and a file needs 14KiB, the
filesystem will allocate four 4KiB blocks. The application will fully use the first three blocks,
but will only use 2KiB from the last block. This creates the potential to store data that would
be inaccessible via the standard filesystem interface and can provide a simplemeans to hide
data.

Slack space is the difference between the allocated storage for a data object, such as file,
or a volume, and the storage in actual use.
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Once aware of the potential for storing hidden data in slack space, it is relatively easy to
identify and examine it, and this is a standard step in most investigations.

Upcoming challenges. As solid state drives continue to grow in capacity and displace hard
disks from an increasing proportion of operational data storage, file carving’s utility is set to
diminish over time. The reason lies in the fact that SSD blocks need to be written twice in
order to be reused (the first write resets the state of the block, thereby enabling its reuse).
To improve performance, the TRIM and UNMAP commands were added to the ATA and SCSI
command sets, respectively; they provide a mechanism for the filesystem to indicate to the
storage device which blocks need to be garbage collected and prepared for reuse.

King & Vidas [965] established experimentally that file carving would only work in a narrow
set of circumstances on modern Solid State Drives (SSDs). Specifically, they show that for a
TRIM-aware operating system, such as Windows 7 and after, the data recovery rates in their
tests were almost universally zero. In contrast, using a pre-TRIM OS (Windows XP) allows for
near-perfect recovery rates under the same experimental conditions.

9.3 MAIN MEMORY FORENSICS
[966]

The early view of best forensic practices was to literally pull the plug on a machine that was
to be impounded. The rationale was that this would remove any possibility of alerting the
processes running on the host and would preempt any attempts to hide information. Over
time, experience has shown that these concerns were largely exaggerated and that the sub-
stantial and irreversible loss of important forensic information such as open connections
and encryption keys was rarely justified. Studies have clearly demonstrated that data tend
to persist for a long time in volatile memory ([967], [968]). There is a wealth of information
about a system’s run-time state that can be readily extracted, even from a snapshot [966]:

Process information. It is practical to identify and enumerate all the running processes,
threads and loaded systems modules; we can obtain a copy of the individual processes’
code, stack, heap, code, and data segments. All this is particularly useful when analysing
compromised machines, as it allows the identification of suspicious services, abnormal par-
ent/child relationships, and, more generally, to search for known symptoms of compromise,
or patterns of attack.

File information. It is practical for identifying any open files, shared libraries, shared memory,
and anonymously mapped memory. This is particularly useful for identifying correlated user
actions and file system activities, potentially demonstrating user intent.

Network connections. It is practical for identifying open and recently closed network connec-
tions and protocol information, as well as sending and receiving queues of data not yet sent
or delivered, respectively. This information could readily be used to identify related parties
and communication patterns between them.

Artifacts and fragments. Just like the filesystem, the memory management system tends to
be reactive and leaves a lot of artifact traces behind. This is primarily an effort to avoid any
processing that is not absolutely necessary for the functioning of the system; caching disk
and network data tends to leave traces in memory for a long time.

Memory analysis can be performed either in real time on a live (running) system, or it could
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be performed on a snapshot (memory dump) of the state of the system. In addition to using
specializedmemory acquisitions tools, or a build-in snapshot mechanism (in virtualized envi-
ronments) memory content can also be obtained from a system hibernation file, page swap,
or a crash dump.

In live forensics, a trusted agent (process) designed to allow remote access over a secure
channel is pre-installed on the system. The remote operator has full control over the moni-
tored system and can take snapshots of specific processes, or the entire system. Live inves-
tigations are an extension of regular security preventive mechanisms, which allow for maxi-
mum control and data acquisition; they are primarily used in large enterprise deployments.

The main conceptual problem of working on a live system is that, if it is compromised, the
data acquisition and analysis results are not trustworthy; therefore, forensic analysis is most
frequently performed on a snapshot of the target system’s RAM. Analysing a snapshot is con-
siderably more difficult than working with a live system, which provides access to the state
of the running system via a variety of APIs and data structures. In contrast, a raw memory
capture offers no such facilities and forensic tools need to rebuild the ability to extract se-
mantic information from the ground up. This is a semantic gap problem, and the purpose of
memory forensics is to bridge it.

9.4 APPLICATION FORENSICS
Application forensics is the process of establishing a data-centric theory of operation for a
specific application. The goal of the analysis is to objectively establish causal dependencies
between data input and output, as a function of the user interactions with the application.
Depending on whether an application is an open or closed source and on the level of the
accompanying documentation, the analytical effort required can vary from reading detailed
specifications to reverse engineering code, data structures and communication protocols, to
performing time-consuming black box differential analysis experiments. Alternatively, foren-
sic tool vendors may license code from the application vendor to gain access to the propri-
etary data structures.

The big advantage of analysing applications is that we have a better chance of observing
and documenting direct evidence of user actions, which is of primary importance to the legal
process. Also, the level of abstraction of the relevant forensic traces tend to have a level of
abstraction corresponding to a particular domain.

9.4.1 Case Study: the Web Browser
Although there are at least four major web browsers in common use, after more than 20
years of development, their capabilities have converged, thus allowing us to talk about them
in common terms. There are six main sources of forensically interesting information:

URL/search history. At present, there are no practical barriers to maintaining a complete
browsing history (a log of visited websites), andmaking it available to users is amajor usabil-
ity feature; most users rarely delete this information. Separately, service providers such as
Google and Facebook, are interested in this information for commercial reasons, and make
it easy to share a browsing log with multiple devices. Combined with the content of the lo-
cal file cache, the browsing history allows an investigator to almost look over the shoulder
of the user of interest as they were navigating the Web. In particular, analysing user queries
to search engines is among the most commonly employed techniques. The search query is
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encoded as part of the URL, and can often provide very clear and targeted clues as to what
the user was trying to accomplish.

Form data. Browsers offer the convenience of remembering auto-completing passwords and
other form data (such as address information). This can be very helpful to an investigator, es-
pecially if the user is less security conscious and does not use amaster password to encrypt
all of this information.

Temporary files. The local file cache provides its own chronology of web activities, including a
stored version of the actual web objects that were downloaded and shown to the user (these
may no longer be available online). Although caching has become considerably less effective
owing to the increased use of dynamic content, this is tempered by the large increase in
available storage capacity, which places very few, if any, practical constraints on the amount
of data cached.

Downloaded files are, by default, never deleted providing another valuable source of activity
information.

HTML5 local storage provides a standard means for web applications to store information
locally; for example, this could be used to support disconnected operations, or to provide a
measure of persistence for user input. Accordingly, the same interface can be interrogated
to reconstruct web activities.

Cookies are opaque pieces of data used by servers to keep a variety of information on the
web client in order to support transactions such as web mail sessions. In practice, most
cookies are used by websites to track user behaviour, and it is well-documented that some
providers go to great lengths to make sure that this information is resilient. Some cookies
are time-limited access tokens that can provide access to online accounts (until they expire);
others have a parsable structure and may provide additional information.

Most local information is stored in SQLite databases, which provide a secondary target for
data recovery. In particular, ostensibly deleted records may persist until the database is ex-
plicitly ‘vacuumed’; otherwise, they remain recoverable at a later time ([969, 970]).

9.5 CLOUD FORENSICS
Cloud computing is fast emerging as the primarymodel for delivering information technology
(IT) services to Internet-connected devices. It brings both disruptive challenges for current
forensic tools, methods and processes, as well as qualitatively new forensic opportunities. It
is not difficult to foresee that, after an intermediate period of adjustment, digital forensicswill
enter a new periodmarked by substantially higher levels of automation andwill employmuch
more sophisticated data analytics. Cloud computing environments will greatly facilitate this
process, but not before bringing about substantial changes to currently established tools and
practices.
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Figure 9.3: Layers of cloud computing environment owned by customer and cloud service
provider on three service models: IaaS, PaaS, and SaaS (public cloud).

9.5.1 Cloud Basics
Conceptually, cloud-based IT abstracts away the physical compute and communication infra-
structure, and allows customers to rent as much compute capacity as needed. Cloud sys-
tems have five essential characteristics: on-demand self service, broad network access, re-
source pooling, rapid elasticity, and measured service. [141]

The cloud is enabled by a number of technological developments, but its adoption is driven
primarily by business considerations, which drive changes to how organisations and individu-
als use IT services. Accordingly, it also changes how software is developed, maintained and
delivered to its customers. Cloud computing services are commonly classified into one of
three canonical models – Software as a Service (SaaS), Platform as a Service (PaaS) and
Infrastructure as a Service (IaaS). In actual deployments, the distinctions can be blurred and
many cloud deployments (and potential investigative targets) incorporate elements of all of
these.

The differences between the models are best understood when we consider the virtualised
computing environments as a stack of layers: hardware such as storage, and networking;
virtualisation, consisting of a hypervisor allowing the installation and lifecycle management
of virtual machines; operating system, installed on each virtual machine; middleware and
runtime environment; and application and data.

Each of the cloud models splits the responsibility between the client and the Cloud Service
Provider (CSP) at different levels in the stack (Figure 9.3). In a private (cloud) deployment,
the entire stack is hosted by the owner and the overall forensic picture is very similar to the
problem of investigating a non-cloud IT target. Data ownership is clear, as is the legal and
procedural path to obtain it; indeed, the very use of the term ‘cloud’ in this situation is not
particularly significant to a forensic inquiry.

In a public deployment, the SaaS/PaaS/IaaS classification becomes important, as it indicates
the ownership of data and service responsibilities. Figure 9.3 shows the typical ownership
of layers by customer and service providers under different service models. In hybrid deploy-
ments, layer ownership can be split between the customer and the provider, and/or across
multiple providers. Further, it can change over time, as, for example, the customermay handle
the base load on private infrastructure, but burst into the public cloud to handle peak demand,
or system failures.
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9.5.2 Forensic Challenges
The main technical challenges to established forensic practices can be summarised as fol-
lows.

Logical acquisition is the norm. The existing forensic toolset is almost exclusively built to
work with the leftover artifacts of prior computations. It relies on algorithmic knowledge of
different OS subsystems such as the filesystem in order to interpret the physical layout of
the data as acquired from the device.

Physical acquisition is almost completely inapplicable to the cloud, where data moves, re-
sources are shared and ownership and jurisdictional issues can be complicated. Cloud ser-
vice APIs are emerging as the primary new interface through which data acquisition is being
performed.

The cloud is the authoritative data source. Another important reason to query cloud services
for relevant information is that they store the primary historical record of computations and
interactions with users. Most residual information on the client, such as a cloud drive is tran-
sient and often of uncertain provenance.

Logging is pervasive. Cloud-based software is developed and organised differently. Instead
of one monolithic piece of code, the application logic is decomposed into several layers and
modules that interact with each other over well-defined service interfaces. Once the software
components and their communication are formalised, it becomes easy to organise extensive
logging of every aspect of the system. Indeed, it becomes critical to have this information
just to be able to debug, test and monitor cloud applications and services.

These developments point to logs (of user and system activities) becoming the primary
source of forensic information. The immediate implication is that much more will be explic-
itly known – as opposed to deduced – about the historical state of applications and artifacts.
This will require a new set of data analytics tools andwill completely transform the way foren-
sic investigations are performed. It will also bring new challenges in terms of long-term case
data preservation.

Distributed computations are the norm. The key attribute of the client/standalone model is
that practically all computations take place on the device itself. Applications are monolithic,
self-contained pieces of code that have immediate access to user input and consume it
instantly with (almost) no traces left behind. Since a large part of forensics comprises at-
tributing the observed state of a system to user-triggered events, forensic research and de-
velopment has relentlessly focused on two driving problems – discovering every last piece
of log/timestamp information, and extracting every last bit of discarded data left behind by
applications or the operating system.

The cloud model, particularly SaaS, completely breaks with this approach – the computation
is split between the client and the server, with the latter performing the heavy computational
lifting and the former performing predominantly user interaction functions. Code and data
are downloaded on demand and have no persistent place with regard to the client. The di-
rect consequence is that the vast majority of the established forensic tool chain becomes
irrelevant, which points to a clear need for a different approach.
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9.5.3 SaaS Forensics
The software industry’s traditional delivery model is Software as a Product (SaaP); that is,
software acquired like any physical product and is installed by the owner on a specific ma-
chine, where all the computations are performed. As a result, the traditional analytical model
of digital forensics is physical device-centric – the investigator works with physical evidence
carriers such as storage media or integrated compute devices (e.g., smartphones). On the
client (or standalone) device, it is easy to identify where the computations are performed and
where the results/traces are stored. The new software delivery model – Software as a Ser-
vice (SaaS) – is subscription-based and did not start becoming practical until the widespread
adoption of fast broadband access some ten to fifteen years ago.

The cloud renders many device-centric methods — especially those focused on low-level
physical acquisition and analysis — irrelevent. It also requires the development of new tools
that can work in the new deployment environment, where the code execution is split between
the server and the client devices, the primary storage interface is a service API and the ap-
plication artifacts are not persistently stored on the device (although local storage may be
used as a cache).

Case Study: Cloud Drive Acquisition. Cloud drive services, such as Dropbox, Google Drive andMicrosoft OneDrive are the SaaS version of the local storage device, which is central to mod-
ern digital forensics. The problem of cloud drive acquisition, a clear first investigative step,
is a good illustration of the challenges and opportunities offered by SaaS with respect to
forensics.

At first, it may appear that simply copying a local replica of the drive’s content is a simple and
effective solution. However, this approach offers no guarantees with respect to the accuracy
and completeness of the acquisition. Specifically, there are three major concerns:

Partial replication. The most obvious problem is that there is no guarantee that any of the
clients attached to an account will have a complete copy of the (cloud) drive’s content. As
data accumulates online, it quickly becomes impractical to keep full replicas on every device;
indeed, it is likely that most users will have no device with a complete copy of the data. Fur-
thermore, the acquisition tool needs direct access to the cloud drive’s metadata to ascertain
its contents; without this information, the acquisition is of an unknown quality, subject to
potentially stale and omitted data.

Revision acquisition. Most drive services provide some form of revision history; the look-back
period varies, but this is a standard feature that users expect, especially in paid services. Al-
though there are some analogous data sources in traditional forensics, such as archival ver-
sions of important OS data structures, the volume and granularity of the revision information
in cloud application are qualitatively and quantitatively different. Revisions reside in the cloud
and clients rarely have anything but the most recent version in their cache; a client-side ac-
quisition will clearly miss prior revisions, and does not even have the means to identify these
omissions.

Cloud-native artifacts. The mass movement towards web-based applications means that
forensics needs to learn how to deal with a new problem – digital artifacts that have no
serialised representation in the local filesystem. For example, Google Docs documents are
stored locally as a link to the document which can only be edited via a web app. Acquiring
an opaque link without the actual content of the document has minimal forensic utility. Most
services provide the means to export the web app artifact in a standard format such as PDF;
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however, this can only be accomplished by requesting directly from the service (manually or
via an API).

In summary, bringing the traditional client-side approach to drive acquisition to bear on SaaS
acquisition has major conceptual flaws that are beyond remediation; a new approach is
needed, one that obtains the data directly from the cloud service.

9.6 ARTIFACT ANALYSIS
[971, 972, 973, 974, 975]

Once the external (serialised) representation of a digital artifact such as a text document
or an image is standardised, it provides a convenient level of abstraction, thus allowing the
development of artifact-centric forensic techniques.

9.6.1 Finding a Known Data Object: Cryptographic Hashing
The lowest common denominator for all digital artifacts is to consider them as a sequence
of bits/bytes without trying to parse, or assign any semantics to them. Despite this low level
of abstraction, some crucial problems can be addressed, the most important one being to
identify known content, usually files.

Cryptographic hashing is the first tool of choice when investigating any case; it provides a
basic means of validating data integrity and identifying known artifacts. Recall that a hash
function takes an arbitrary string of binary data and produces a number, often referred to as
a digest, within a predefined range. Ideally, given a set of different inputs, the hash function
will map them onto different outputs.

Hash functions are collision-resistant if it is computationally infeasible to find two different
inputs for which the output is the same. Cryptographic hash functions such asMD5, RIPEMD-
160, SHA-1, SHA-2 and the current NIST standard SHA-3[971], are designed to be collision-
resistant and produce large 128- to 512-bit results.1 Since the probability that hashing two
different data objectswill produce the same digest by chance is astronomically small, we can
safely assume that, if two objects have the same crypto digest, then the objects themselvesare identical.
Current practice is to apply a crypto hash function either to an entire target (drive, partition
etc.) or to individual files. The former is used to validate the integrity of the forensic target by
comparing before-and-after results at important points in the investigation (e.g., to demon-
strate that the integrity of the evidence throughout the chain of custody) whereas the latter
are used to work with known files. This involves either removing from consideration com-
mon files such as OS and application installations or pinpointing known files of interest such
as malware and contraband. The US National Institute of Standards and Technology (NIST)
maintains the National Software Reference Library (NSRL) [972], which covers themost com-
mon operating system installation and application packages. Other organisations and com-
mercial vendors of digital forensic tools provide additional hash sets of other known data.

From a performance and efficiency perspective, hash-based file filtering is very attractive –
using a 20-byte SHA-1 hash, the representation of 50million files takes only 1 GB. This makes

1A discussion on the known vulnerabilities of cryptographic hash functions is outside the scope of this text.
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it possible to load a reference set of that size in the main memory and filter out, on the fly,
any known files in the set as data is read from a forensic target.

9.6.2 Block-Level Analysis
In addition to whole files, investigators are often interested in discovering known file rem-
nants, such as those produced when a file is marked as deleted and subsequently partially
overwritten. One routinely usedmethod to address this problem is to increase the granularity
of the hashes by splitting the files into fixed-size blocks and storing the hash for each indi-
vidual block. The block size is commonly set to 4 KiB to match the minimum allocation unit
used by most operating systems’ installations. Given a block-based reference set, a forensic
target (RAM capture or disk image) can be treated as a sequence of blocks that can be read
block by block, hashed and compared to the reference set.

In this context, we say that a block is distinct, if the probability that its exact content arises
by chance more than once is vanishingly small. If we knew for a fact that a specific block
was unique and specific to a particular file, then (in terms of evidentiary value) finding it on
a forensic target would be almost the same as finding the entire file from which it was de-
rived. In practice, we cannot definitely know the distinctiveness of every possible data block;
therefore, we use an approximating assumption based on empirical data:

“If a file is known to have been manufactured using some high-entropy process, and if the
blocks of that file are shown to be distinct throughout a large and representative corpus, then
those blocks can be treated as if they are distinct.” [973] Perhaps the most common trans-
formation that yields high-entropy data is data compression, which is routinely employed in
many common file formats, such as audio/video and office documents.

Apart from the direct use of blocks as trace evidence for the (past or current) presence of
known files, block hashes can be used to improve file carving results by excluding every
known blocks before performing the carving process. This can improve results by reducing
gaps and eliminating certain classes of false positive results.

9.6.3 Approximate Matching
A natural generalisation of the problem of finding identical data objects is to find similar ones.
In the context of digital forensics, the accepted umbrella term for similarity-based techniques
is Approximate Matching (AM). As per NIST’s definition, ‘approximate matching is a generic
term describing any technique designed to identify similarities between two digital artifacts’.
[974]

This broad termencompassesmethods that canwork at different levels of abstraction. At the
lowest level, artifacts can be treated as bit strings; at the highest levels, similarity techniques
could employ, for example, natural language processing and image recognition methods to
provide a level of reasoning that is much closer to that of a human analyst. With regard to the
whole spectrum of similarity methods, lower-level ones are more generic and computation-
ally affordable, whereas higher-level ones tend to be more specialised and require consider-
ably more computational resources. Therefore, we would expect a forensic investigation to
customise its use of AM techniques based on the goals of the analysis and the target data.

UseCases.Using a common information retrieval terminology, it is useful to consider two vari-
ations of the similarity detection problem: resemblance and containment [976]. Resemblance
queries compare two comparably-sized data objects (peers) and seek to infer how closely
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related they are. Two common forensic applications include: (a) object similarity detection
– correlating artifacts that a person would classify as versions of each other; and (b) cross
correlation – correlating objects that share the same components, such as an embedded
image.

In the case of containment, we compare artifacts that have a large disparity in terms of size
and seek to establish whether a larger one contains (pieces of) a smaller one. Two common
variations are embedded object detection– establishingwhether a smaller object (such as an
image) is part of a larger one (such as aPDFdocument), and fragment detection - establishing
whether a smaller object is a fragment (such as a network packet or disk block) of a bigger
one, such as a file.

The difference between resemblance and containment is case-specific and the same tool
may work in both cases. However, it is important for analysts to put the tool results into the
correct context and to understand the performance envelope of the tools they are using in
order to correctly interpret the results.

Definitions. The notion of similarity is specific to the particular context in which it is used. An
approximate matching algorithm works by defining two essential elements – features and a
similarity function. Features are the atomic components derived from the artifacts through
which the artifacts are compared. Comparing two features yields a binary outcome – zero or
one – indicating whether the feature match was successful or not. The set of all the features
computed by an algorithm for a given artifact constitutes a feature set. It can be viewed as an
approximate representation of the original object for the purposes of matching it with other
objects.

The similarity function maps a pair of feature sets to a similarity range; it is increasingly
monotonicwith respect to the number ofmatching features. That is, all else being equal,more
feature matches yield a higher similarity score.

Classes. It is useful to consider three general classes of approximate matching algorithms.Bytewise matching considers the objects it compares to a sequence of bytes, and makes no
effort to parse or interpret them. Consequently, the features extracted from the artifact are
also byte sequences, and these methods can be applied to any data blob. The utility of the
result depends heavily on the encoding of the data. If small changes to the content of the
artifact result in small changes to the serialised format (e.g., plain text), then the bytewise
similarity tends to correlate well with a person’s perception of similarity. Conversely, if a small
change can trigger large changes in the output (e.g., compressed data), then the correlation
would be substantially weaker.

Syntacticmatching relies on parsing the format of an object, potentially using this knowledge
to split it into a logical set of features. For example, a zip archive or a PDF document could
easily be split into constituent parts without understanding the underlying semantics. The
benefit is that this results in a more accurate solution with more precisely interpretable re-
sults; the downside is that it is a more specialised solution, requiring additional information
to parse different data formats.

Semanticmatching (partially) interprets the data content in order to derive semantic features
for comparison. Examples include perceptual hashes that can detect visually similar images,
and methods of information retrieval and natural language processing that can find similari-
ties in the subject and content of text documents.

Researchers use a variety of terms to name the different approximatematchingmethods they
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have developed: fuzzy hashing and similarity hashing refer to bytewise approximatematching;perceptual hashing and robust hashing refer to semantic approximate matching techniques.

Bytewise Approximate Matching algorithms are the most frequently used AM algorithms in
forensics; they follow an overall pattern of extracting a feature set and generating a similar-
ity digest, followed by a comparison of the digests. A similarity digest (a.k.a., fingerprint or
signature) is a (compressed) representation of the feature set of the target artifact. It often
employs hashing and other techniques to minimise the footprint of the set and to facilitate
fast comparison.

9.6.4 Cloud-Native Artifacts
Forensic analysis of cloud systems is still in its early stages of development, but it will
quickly grow in importance. One new and promising area is the analysis of cloud(-native)
artifacts—data objects that maintain the persistent state of web/SaaS applications. [975]
Unlike traditional applications, in which the persistent state takes the form of files in a local
file system, web apps download the necessary state on the fly and do not rely on local stor-
age. Recall that a web app’s functionality is split between server and client components, and
the two communicate via web APIs. From a forensic perspective, the most interesting API
calls involve (complete) state transfer; for example, opening a document or loading a prior
version, triggers the transfer of its full content. Conceptually, this is analogous to the process
of opening and reading the content of a local file by an application installed on a device. The
main difference is that cloud artifacts are internal data structures that, unlike a file, are not
readily available for analysis.

Cloud artifacts often have a completely different structure from traditional snapshot-centric
encoding. For example, internally, Google Docs’ documents are represented as the complete
history (log) of every editing action performed on it; given valid credentials, this history is
available via Google Docs’ internal API. It is also possible to obtain a snapshot of the artifact
of interest in a standard format such as a PDF, via the public API. However, this is inherently
forensically deficient in that it ignores potentially critical information on the evolution of a
document over time.

9.7 CONCLUSION
Digital forensics identifies and reconstructs the relevant sequence of events that has led
to a currently observable state of a target IT system or (digital) artifacts. The provenance
and integrity of the data source and the scientific grounding of the investigative tools and
methods employed are of primary importance in determining their admissibility to a court
of law’s proceedings. Digital forensic analysis is applied to both individual digital artifacts
such as files and to complex IT systems comprising multiple components and networked
processes.

Following the rapid cloud-based transition from Software as a Product (SaaP) to Software
as a Service (SaaS), forensic methods and tools are also in a respective process of transi-
tion. One aspect is a change of emphasis from state-centric analysis, which seeks to deduce
events and actions by looking at different snapshots and applying knowledge about the sys-
tem’s operations, to log-centric analysis, which employs explicitly collected log entries to
infer the sequence of relevant (to the inquiry) events. Another aspect is the transition from
the low-level physical acquisition of storage device images to the high-level logical acquisi-
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tion of (primarily) application artifacts via well-defined cloud service APIs. Some of the most
important emerging questions in digital forensics are the analysis of the large variety of IoT
devices, which are forecast to increase in number to as many as 125 billion by 2030, and the
employment of machine learning/AI in order to automate and scale up forensic processing.

CROSS-REFERENCE OF TOPICS VS REFERENCE MATERIAL

Topics Cites

9.1 Definitions and Conceptual Models [936, 937, 938, 939, 940]
9.2 Operating System Analysis [940, 955, 956]
9.3 Main Memory Forensics [966]
9.4 Application Forensics
9.5 Cloud Forensics
9.6 Artifact Analysis [971, 972, 973, 974, 975]

KA Forensics | October 2019 Page 318

https://www.cybok.org


III Systems Security

319





Chapter 10
Cryptography
Nigel Smart KU Leuven

321



The Cyber Security Body Of Knowledge
www.cybok.org

INTRODUCTION
The purpose of this chapter is to explain the various aspects of cryptography which we feel
should be known to an expert in cyber-security. The presentation is at a level needed for an
instructor in a module in cryptography; so they can select the depth needed in each topic.
Whilst not all experts in cyber-security need be aware of all the technical aspects mentioned
below, we feel they should be aware of all the overall topics and have an intuitive grasp as
to what they mean, and what services they can provide. Our focus is mainly on primitives,
schemes and protocols which are widely used, or which are suitably well studied that they
could be used (or are currently being used) in specific application domains.

Cryptography by its very nature is one of the more mathematical aspects of cyber-security;
thus this chapter contains a lot more mathematics than one has in some of the other chap-
ters. The overall presentation assumes a basic knowledge of either first-year undergraduate
mathematics, or that found in a discretemathematics course of an undergraduate Computer
Science degree.

The chapter is structured as follows: After a quick recap on some basic mathematical nota-
tion (Section 10.1), we then give an introduction to how security is defined in modern cryptog-
raphy. This section (Section 10.2) forms the basis of our discussions in the other sections.
Section 10.3 discusses information theoretic constructions, in particular the one-time pad,
and secret sharing. Sections 10.4 and 10.5 then detail modern symmetric cryptography; by
discussing primitives (such as block cipher constructions) and then specific schemes (such
as modes-of-operation). Then in Sections 10.6 and 10.7 we discuss the standard method-
ologies for performing public key encryption and public key signatures, respectively. Then in
Section 10.8 we discuss how these basic schemes are used in various standard protocols;
such as for authentication and key agreement. All of the sections, up to and including Section
10.8, focus exclusively on constructions which have widespread deployment.

Section 10.9 begins our treatment of constructions and protocols which are less widely used;
but which do have a number of niche applications. These sections are included to enable the
instructor to prepare students for the wider applications of the cryptography that they may
encounter as niche applications becomemoremainstream. In particular, Section 10.9 covers
Oblivious Transfer, Zero-Knowledge, and Multi-Party Computation. Section 10.10 covers pub-
lic key schemes with special properties, such as group signatures, identity-based encryption
and homomorphic encryption.

The chapter assumes the reader wants to use cryptographic constructs in order to build se-
cure systems, it is not meant to introduce the reader to attack techniques on cryptographic
primitives. Indeed, all primitives here can be assumed to have been selected to avoid specific
attack vectors, or key lengths chosen to avoid them. Further details on this can be found in
the regular European Key Size and Algorithms report, of which the most up to date version is
[977].

For a similar reason we do not include a discussion of historical aspects of cryptography, or
historical ciphers such as Caesar, Vigenère or Enigma. These are at best toy examples, and
so have no place in a such a body of knowledge. They are best left to puzzle books. However
the interested reader is referred to [978].
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CONTENT

10.1 MATHEMATICS
[979, c8–c9,App B][980, c1–c5]

Cryptography is inherently mathematical in nature, the reader is therefore going to be as-
sumed to be familiar with a number of concepts. A good textbook to cover the basics needed,
and more, is that of Galbraith [981].

Before proceeding we will set up some notation: The ring of integers is denoted by Z, whilst
the fields of rational, real and complex numbers are denoted by Q, R and C. The ring of in-
tegers modulo N will be denoted by Z/NZ, when N is a prime p this is a finite field often
denoted by Fp. The set of invertible elements will be written (Z/NZ)∗ or F∗p. An RSA modulus
N will denote an integer N , which is the product of two (large) prime factors N = p · q.

Finite abelian groups of prime order q are also a basic construct. These are either written
multiplicatively, in which case an element is written as gx for some x ∈ Z/qZ; when written
additively an element can be written as [x] ·P . The element g (in the multiplicative case) and
P (in the additive case) is called the generator.

The standard example of finite abelian groups of prime order used in cryptography are elliptic
curves. An elliptic curve over a finite field Fp is the set of solutions (X, Y ) to an equation of
the form

E : Y 2 = X3 + A ·X +B

where A and B are fixed constants. Such a set of solutions, plus a special point at infinity
denoted by O, form a finite abelian group denoted by E(Fp). The group law is a classic law
dating back to Newton and Fermat called the chord-tangent process. When A and B are
selected carefully one can ensure that the size of E(Fp) is a prime q. This will be important
later in Section 10.2.3 to ensure the discrete logarithm problem in the elliptic curve is hard.

Some cryptographic schemes make use of lattices which are discrete subgroups of the sub-
groups of Rn. A lattice can be defined by a generating matrix B ∈ Rn·m, where each column
of B forms a basis element. The lattice is then the set of elements of the form y = B · x
where x ranges over all elements in Zm. Since a lattice is discrete it has a well-defined length
of the shortest non-zero vector. In Section 10.2.3 we note that finding this shortest non-zero
vector is a hard computational problem.

Sampling a uniformly random element from a set A will be denoted by x ← A. If the set A
consists of a single element a we will write this as the assignment x ← a; with the equality
symbol = being reserved for equalities as opposed to assignments. If A is a randomized
algorithm, then we write x ← A(y; r) for the assignment to x of the output of running A on
input y with random coins r.
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10.2 CRYPTOGRAPHIC SECURITY MODELS
[979, c1–c4][980, c11]

Modern cryptography has adopted a methodology of ‘Provable Security’ to define and under-
stand the security of cryptographic constructions. The basic design procedure is to define
the syntax for a cryptographic scheme. This gives the input and output behaviours of the algo-
rithms making up the scheme and defines correctness. Then a security model is presented
which defines what security goals are expected of the given scheme. Then, given a specific
instantiation which meets the given syntax, a formal security proof for the instantiation is
given relative to some known hard problems.

The security proof is not an absolute guarantee of security. It is a proof that the given instan-
tiation, when implemented correctly, satisfies the given security model assuming some hard
problems are indeed hard. Thus, if an attacker can perform operations which are outside the
model, or manages to break the underlying hard problem, then the proof is worthless. How-
ever, a security proof, with respect to well studiedmodels and hard problems, can give strong
guarantees that the given construction has no fundamental weaknesses.

In the next subsections we shall go into these ideas in more detail, and then give some ex-
amples of security statements; further details of the syntax and security definitions can be
found in [982, 983]. At a high level the reason for these definitions is that the intuitive no-
tion of a cryptographic construction being secure is not sufficient enough. For example the
natural definition for encryption security is that an attacker should be unable to recover the
decryption key, or the attacker should be unable to recover a message encrypted under one
ciphertext. Whilst these ideas are necessary for any secure scheme they are not sufficient.
We need to protect against an attacker aims for find some information about an encrypted
message, when the attacker is able tomount chosen plaintext and chosen ciphertext attacks
on a legitimate user.

10.2.1 Syntax of Basic Schemes
The syntax of a cryptographic scheme is defined by the algorithms which make up the
scheme, as well as a correctness definition. The correctness definition gives what behaviour
one can expect when there is no adversarial behaviour. For example, a symmetric encryption
scheme is defined by three algorithms (KeyGen,Enc,Dec). The KeyGen algorithm is a proba-
bilistic algorithm which outputs a symmetric key k ← KeyGen(); Enc is a probabilistic algo-
rithm which takes a message m ∈ M, some randomness r ∈ R and a key and returns a
ciphertext c← Enc(m, k; r) ∈ C; whilst Dec is (usually) a deterministic algorithm which takes
a ciphertext and a key and returns the underlying plaintext. The correctness definition is:

∀k← KeyGen(), r ← R,m←M, Dec(Enc(m, k; r), k) = m.

For public key encryption schemes the definitions are similar, but now KeyGen() outputs key
pairs and the correctness definition becomes:

∀(pk, sk)← KeyGen(), r ← R,m←M, Dec(Enc(m, pk; r), sk) = m.

The equivalent constructions for authentication mechanisms are Message Authentication
Codes (or MACs) in the symmetric key setting, and digital signatures schemes in the public
key setting. A MAC scheme is given by a triple of algorithms (KeyGen,MAC,Verify), where
the MAC function outputs a tag given a message and a key (and possibly some random
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coins), and the Verify function checks the message, tag and key are consistent. A signature
scheme is given by a similar triple (KeyGen, Sign,Verify), where now the tag produced is called
a ‘signature’. Thus the correctness definitions for these constructions are as follows

k← KeyGen(), r ← R,m←M, Verify(m,MAC(m, k; r), k) = true.

and
(pk, sk)← KeyGen(), r ← R,m←M, Verify(m, Sign(m, sk; r), pk) = true.

Note, that for deterministic MACs the verification algorithm is usually just to recompute the
MAC tag MAC(m, k), and then check it was what was received.

10.2.2 Basic Security Definitions
A security definition is usually given in the context of an attacker’s security goal, followed by
their capabilities. So, for example, a naive security goal for encryption could be to recover the
underlying plaintext, so-called One-Way (or OW) security. This process of an attacker trying
to obtain a specific goal is called a security game, with the attacker winning the game, if they
can break this security goal with greater probability than random guessing. This advantage
in probability over random guessing is called the adversary’s advantage. The capabilities are
expressed in terms of what oracles, or functions, we give the adversary access to. So, for
example, in a naive security game for encryption we may give the adversary no oracles at all,
producing a so-called Passive Attack (or PASS) capability.

The attacker is modelled as an arbitrary algorithm, or Turing machine, A, and if we give the
adversary access to oracles then we write these as subscripts AO. In our naive security
game (called OW-PASS) the adversary has no oracles and its goal is simply to recover the
message underlying a given ciphertext. The precise definition is given in Figure 10.1, where
AdvOW−PASS(A, t) denote the advantage over a random guess that a given adversary has after
running for time t. We say that a given construction is secure in the given model (which our
naive example would be named OW-PASS), if the above advantage is negligible for all prob-
abilistic polynomial time adversaries A. Here, negligible and polynomial time are measured
in terms of a security parameter (which one can think of as the key size). Note, for OW-PASS
this assumes that the message space is not bigger than the space of all possible keys. Also
note, that this is an asymptotic definition, which in the context of schemes with fixed key
size, makes no sense. In such situations we require that (t/Adv) is greater than some given
concrete bound such as 2128, since it is believed that performing an algorithm requiring 2128

steps is infeasible even for a nation-state adversary.

In the context of encryption (both symmetric and public key) the above naive security goal
is not seen as being suitable for real applications. Instead, the security goal of Indistinguish-
able encryptions (or IND) is usually used. This asks the adversary to first come up with two
plaintexts, of equal length, and then the challenger (or environment) encrypts one of them
and gives the resulting challenge ciphertext to the adversary. The adversary’s goal is then
to determine which plaintext was encrypted. In the context of a passive attack this gives an
advantage statement as given in the second part of Figure 10.1, where the two stages of the
adversary are given by A1 and A2.

In terms of encryption, the above passive attack is almost always not sufficient in terms
of capturing real-world adversarial capabilities, since real systems almost always give the
attacker additional attack vectors. Thus two other (increasingly strong) attack capabilities
are usually considered. These are a Chosen Plaintext Attack (or CPA capability), in which
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the adversary is given access to an encryption oracle to encrypt arbitrary messages of his
choice, and a Chosen Ciphertext Attack (or CCA capability), in which the adversary has both
an encryption and decryption oracle. In the case of a public key scheme the adversary always
has access to an encryption oracle because it can encrypt plaintexts for itself using the public
key, so in this case PASS and CPA are equivalent. In the case of a CCA capability we restrict
the decryption oracle so that the adversary may not ask of it the challenge ciphertext c∗;
otherwise it can trivially win the security game. Thus the advantage of an IND-CCA adversary
against a public key encryption scheme would be defined as the third definition in Figure 10.1.
Other security definitions are possible for encryption (such as Real-or-Random) but the above
are the main ones.

OW-PASS Definition:

AdvOW−PASS(A, t) = Pr
[

k← KeyGen(), m∗ ←M, r ← R,

c∗ ← Enc(m, k; r), m← A(c∗) : m = m∗
]
− 1

|M|
.

One reads the probability statement as the being the probability that m = m∗, given that m and
m∗ are produced by first sampling k from algorithm KeyGen(), then sampling m∗ and r from the
spacesM and R at random, then determining c∗ by calling Enc(m, k; r) and finally passing c∗ to
the Adversary A, and gettingm in return.

IND-PASS Symmetric Key Encryption Definition:

AdvIND−PASS(A, t) = Pr
[

k← KeyGen(), b← {0, 1}, m0, m1, state← A1(),

r ← R, c∗ ← Enc(mb, k; r), b
′ ← A2(c

∗, state) : b = b′
]
− 1

2
.

IND-CCA Public Key Encryption Definition:

AdvIND−CCA(A, t) = Pr
[

(pk, sk)← KeyGen(), b← {0, 1}, m0, m1, state← A
Dec(·,sk)
1 (pk),

r ← R, c∗ ← Enc(mb, pk; r), b
′ ← A

Dec(·,sk)
2 (c∗, state) : b = b′

]
− 1

2
.

UF-CMA Signature Security Definition:

AdvUF−CMA(A, t) = Pr
[
(pk, sk)← KeyGen(), (m,σ)← ASign(·,sk)(pk) : Verify(m,σ, pk) = true

]
.

IND-CCA KEM Security Definition:

AdvIND−CCA(A, t) = Pr
[

(pk, sk)← KEMKeyGen(), b← {0, 1}, k0 ← K, r ← R,

k1, c
∗ ← KEMEnc(pk; r), b′ ← A

KEMDec(·,sk)
2 (c∗, kb) : b = b′

]
− 1

2 .

Figure 10.1: Technical Security Definitions

For MACs (resp. digital signature schemes) the standard security goal is to come up with a
message/tag (resp. message/signature) pair which passes the verification algorithm, a so-
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called Universal Forgery (or UF) attack. Wemake no assumption about whether themessage
has anymeaning, indeed, the attacker wins if he is able to create a signature on any bit-string.
If the adversary is given no oracles then he is said to be mounting a passive attack, whilst
if the adversary is given a tag generation (resp. signing oracle) he is said to be executing a
Chosen Message Attack (CMA). In the latter case the final forgery must not be one of the
outputs of the given oracle. In the case of MAC security, one may also give the adversary
access to a tag verification oracle. However, for deterministic MACs this is implied by the
CMA capability and is hence usually dropped, since verification only involves re-computing
the MAC.

Again we define an advantage and require this to be negligible in the security parameter. For
digital signatures the advantage for the UF-CMA game is given by the fourth equation in
Figure 10.1.

10.2.3 Hard Problems
As explained above, security proofs are always relative to some hard problems. These hard
problems are often called cryptographic primitives, since they are the smallest atomic object
fromwhich cryptographic schemes and protocols can be built. Such cryptographic primitives
come in two flavours: Either they are keyed complexity theoretic definitions of functions, or
they are mathematical hard problems.

In the former case one could consider a function Fk(·) : D −→ C selected from a function
family {Fk} and indexed by some index k (thought of as a key of varying length). One can
then ask whether the function selected is indistinguishable (by a probabilistic polynomial
time algorithm A which has oracle access to the function) from a uniform random function
from D to C. If such an assumption holds, then we say the function family defines a (keyed)
Pseudo-Random Function (PRF). In the case when the domainD is equal to the co-domainC
we can ask whether the function is indistinguishable from a randomly chosen permutation,
in which case we say the family defines a (keyed) Pseudo-Random Permutation (PRP).

In the case of a block cipher, such as AES (see later), where one has C = D = {0, 1}128, it is
a basic assumption that the AES function family (indexed by the key k) is a Pseudo-Random
Permutation.

In the case of mathematical hard problems we have a similar formulation, but the definitions
are oftenmore intuitive. For example, one can ask the questionwhether a given RSAmodulus
N = p · q can be factored into its prime components p and q, the so-called factoring problem.
The RSA group Z/NZ defines a finite abelian group of unknown order (the order is known
to the person who created N ), finding the order of this group is equivalent to factoring N .
The RSA function x −→ xe (mod N) is believed to be hard to invert, leading to the so-called
RSA-inversion problem of, given y ∈(Z/NZ)∗, finding x such that xe = y (mod N). It is known
that the function can easily be inverted if the modulusN can be factored, but it is unknown if
inverting the function impliesN can be factored. Thuswe have a situationwhere one problem
(factoring) seems to be harder to solve than another problem (the RSA problem). However,
in practice, we assume that both problems are hard, given appropriately chosen parameters.
Details on the best method to factor large numbers, the so-called Number Field Sieve, can be
found in [984].

In finite abelian groups of known order (usually assumed to be prime), one can define other
problems. The problem of inverting the function x −→ gx, is known as the Discrete Logarithm
Problem (DLP). The problem of, given gx and gy , determining gx·y is known as the Diffie–
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Hellman Problem (DHP). The problemof distinguishing between triples of the form (gx, gy, gz)
and (gx, gy, gx·y) for random x, y, z is known as the Decision Diffie–Hellman (DDH) problem.
Whenwritten additively in an elliptic curve group, a DDH triple has the form ([x]·P, [y]·P, [z]·P ).

Generally speaking, the mathematical hard problems are used to establish the security of
public key primitives. A major issue is that the above problems (Factoring, RSA-problem,
DLP, DHP, DDH), on which we base all of our main existing public key algorithms, are eas-
ily solved by large-scale quantum computers. This has led designers to try to build crypto-
graphic schemes on top of mathematical primitives which do not appear to be able to be
broken by a quantum computer. Examples of such problems are the problem of determin-
ing the shortest vector in a high dimensional lattice, the so-called Shortest Vector Problem
(SVP), and the problem of determining the closest lattice vector to a non-lattice vector, the
so-called Closest Vector Problem (CVP). The best algorithms to solve these hard problems
are lattice reduction algorithms, a nice survey of these algorithms and applications can be
found in [985]. The SVP and CVP problems, and others, give rise to a whole new area called
Post-Quantum Cryptography (PQC).

Example: Putting the above ideas together, one may encounter statements such as: Thepublic key encryption scheme XYZ is IND-CCA secure assuming the RSA-problem is hard andAES is a PRP. This statement tells us that any attack against the XYZ scheme must either be
against someweakness in the implementation, ormust come fromsome attack not captured
in the IND-CCA model, or must come from solving the RSA-problem, or must come from
showing that AES is not a PRP.

10.2.4 Setup Assumptions
Some cryptographic protocols require some setup assumptions. These are assumptions
about the environment, or some data, which need to be satisfied before the protocol can
be considered secure. These assumptions come in a variety of flavours. For example, one
common setup assumption is that there exists a so-called Public-Key Infrastructure (PKI),
meaning that we have a trusted binding between entities’ public keys and their identities.

Another setup assumption is the existence of a string (called the Common Reference String
or CRS) available to all parties, and which has been set up in a trusted manner, i.e. such that
no party has control of this string.

Other setup assumptions could be physical, for example, that the algorithms have access to
good sources of random numbers, or that their internal workings are not susceptible to an
invasive attacker, i.e. they are immune to side-channel attacks.

10.2.5 Simulation and UC Security
The above definitions of security make extensive use of the notion of indistinguishability
between two executions. Indeed, many of the proof techniques used in the security proofs
construct simulations of cryptographic operations. A simulation is an execution which is in-
distinguishable from the real execution, but does not involve (typically) the use of any key
material. Another method to produce security models is the so-called simulation paradigm,
where we ask that an adversary cannot tell the simulation from a real execution (unless they
can solve some hard problem). This paradigm is often used to establish security results for
more complex cryptographic protocols.
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A problem with both the game/advantage-based definitions defined earlier and the simu-
lation definitions is that they only apply to stand-alone executions, i.e. executions of one
instance of the protocol in one environment. To cope with arbitrarily complex executions
and composition of cryptographic protocols an extension to the simulation paradigm exists
called the Universal Composability (UC) framework.

10.3 INFORMATION-THEORETICALLY SECURE
CONSTRUCTIONS

[979, c2][980, c19]

Whilst much of cryptography is focused on securing against adversaries that are modelled
as probabilistic polynomial time Turing machines, some constructions are known to provide
security against unbounded adversaries. These are called information-theoretically secure
constructions. A nice introduction to the information theoretic side of cryptography can be
found in [986].

10.3.1 One-Time Pad
Themost famous primitive which provides information-theoretic security is the one-time pad.
Here, a binary message m ∈ {0, 1}t is encrypted by taking a key k ∈ {0, 1}t uniformly at
random, and then producing the ciphertext c = m⊕ k. In terms of our earlier security models,
this is an IND-PASS scheme even in the presence of a computationally unbounded adversary.
However, the fact that it does not provide IND-CPA security is obvious, as the encryption
scheme is determinisitic. The scheme is unsuitable in almost all modern environments as
one requires a key as long as the message and the key may only be used once; hence the
name one-time pad.

10.3.2 Secret Sharing
Secret sharing schemes allow a secret to be shared among a set of parties so that only a
given subset can reconstruct the secret by bringing their shares together. The person who
constructs the sharing of the secret is called the dealer. The set of parties who can recon-
struct the secret are called qualified sets, with the set of all qualified sets being called anaccess structure.
Any set which is not qualified is said to be an unqualified set, and the set of all unqualified sets
is called an adversary structure. The access structure is usually assumed to be monotone, in
that if the parties in A can reconstruct the secret, then so can any super-set of A.

Many secret sharing schemes provided information-theoretic security, in that any set of par-
ties which is unqualified can obtain no information about the shared secret even if they have
unbounded computing power.

A special form of access structure is a so-called threshold structure. Here we allow any sub-
set of t+1 parties to reconstruct the secret, whereas any subset of t parties is unable to learn
anything. The value t is being called the threshold. One example construction of a threshold
secret sharing scheme for a secret s in a field Fp, with n > p is via Shamir’s secret sharing
scheme.
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In Shamir secret sharing, one selects a polynomial f(X) ∈ Fp[X] of degree t with constant
coefficients s, the value one wishes to share. The share values are then given by si = f(i)
(mod p), for i = 1, . . . , n, with party i being given si. Reconstruction of the value s from a
subset of more than t values si can be done using Lagrange interpolation.

Due to an equivalence with Reed-Solomon error correcting codes, if t < n/2, then on receipt
of n share values si, a reconstructing party can detect if any party has given it an invalid share.
Additionally, if t < n/3 then the reconstructing party can correct for any invalid shares.

Replicated secret sharing is a second popular schemewhich supports anymonotone access
structure. Given a boolean formula defining who should have access to the secret, one can
define a secret sharing scheme from this formula by replacing all occurrences of AND with
+ and all occurrences of OR with a new secret. For example, given the formulae

(P1 AND P2) OR (P2 AND P3),

one can share a secret s by writing it as s = s1+s2 = s′2+s3 and then, giving party P1 the value
s1, party P2 the pair of values s2 and s′2, and party P3 the value s3. Replicated secret sharing is
the scheme obtained in this way when putting the boolean formulae into Conjunctive Normal
Form.

Of importance in applications of secret sharing, especially to SecureMulti-Party Computation
(see Section 10.9.4) is whether the adversary structure isQ2 orQ3. An adversary structure is
said to be Qi if no set of i unqualified sets have union the full set of players. Shamir’s secret
sharing scheme is Q2 if t < n/2 and Q3 when t < n/3. The error detection (resp. correction)
properties of Shamir’s secret sharing scheme mentioned above follow through to any Q2

(resp. Q3) adversary structure.

10.4 SYMMETRIC PRIMITIVES
[979, c3–c6][980, c11–c14]

Symmetric primitives are a key component of many cryptographic constructions. There are
three such basic primitives: block ciphers, stream ciphers, and hash functions. Theoretically,
all are keyed functions, i.e. they take as input a secret key, whilst in practice one often con-
siders hash functions which are unkeyed. At a basic level, all are functions f : K ×D −→ C
whereK is the key space,D is the domain (which is of a fixed finite size for block ciphers and
stream ciphers).

As explained in the introduction we will not be discussing in this report cryptanalysis of sym-
metric primitives, we will only be examining secure constructions. However, the main two
techniques for attacks in this space are so-called differential and linear cryptanalysis. The
interested reader is referred to the excellent tutorial by Howard Heys [987] on these topics,
or the book [988].

KA Cryptography | October 2019 Page 330

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

10.4.1 Block Ciphers
A block cipher is a function f : K× {0, 1}b −→ {0, 1}b, where b is the block size. Despite their
names such functions should not be thought of as an encryption algorithm. It is, however,
a building block in many encryption algorithms. The design of block ciphers is a deep area
of subject in cryptography, analogous to the design of number theoretic one-way functions.
Much like number-theoretic one-way functions, cryptographic constructions are proved se-
cure relative to an associated hard problem which a given block cipher is assumed to satisfy.

For a fixed key, a block cipher is assumed to act as a permutation on the set {0, 1}b, i.e. for
a fixed key k, the map fk : {0, 1}b −→ {0, 1}b is a bijection. It is also assumed that inverting
this permutation is also easy (if the key is known). A block cipher is considered secure if
no polynomial time adversary, given oracle access to a permutation on {0, 1}b, can tell the
difference between being given a uniformly random permutation or the function fk for some
fixed hidden key k, i.e. the block cipher is a PRP. In some applications, we only require that
the block cipher is a function, i.e. not a bijection. In which case we require the block cipher is
a PRF.

One can never prove that a block cipher is a PRP, so the design criteria is usually a task
of building a mathematical construction which resists all known attacks. The main such at-
tacks which one resists are so-called linear cryptanalysis, where one approximates non-linear
components within the block cipher by linear functions, and differential cryptanalysis, where
one looks at how two outputs vary on related input messages, e.g. one applies fk to various
inputsm0 andm1 wherem0 ⊕m1 = ∆ a fixed value.

The design of a block cipher is made up of a number of simpler components. There are
usually layers of simple fixed permutations, and layers of table lookups. These table lookups
are called S-boxes, where the S stands for substitutions. There are two main techniques to
design block ciphers. Both repeat a simple operation (called a round) a number of times.
Each round consists of a combination of permutations and substitutions, and a key addition.
The main key is first expanded into round-keys, with each round having a different round-key.

In the first methodology, called a Feistel Network, the S-Boxes allowed in each round can
be non-injective, i.e. non-invertible. Despite this, the Feistel constructions still maintain the
overall invertibility of the block cipher construction. The second method is a Substitution-Permutation Network design in which each round consists of a round-key addition, followed
by a fixed permutation, followed by the application of bijective S-boxes. In general, the Feistel
construction requires more rounds than the Substitution-Permutation network construction.

The DES (Data Encryption Standard) block cipher (with an original key of 56-bits and block
size of b = 64) is a Feistel construction. The DES algorithm dates from the 1970s, and the
key size is now considered far too small for any application. However, one can extend DES
into a 112- or 168-bit key block cipher to construct an algorithm called 2DES or 3DES. The use
of 2DES or 3DES is still considered secure, although in some applications, the block size of
64-bits is considered insecure for real-world use.

The AES (Advanced Encryption Standard) block cipher is the modern replacement for DES,
and it is a block cipher with a 128-, 192- or 256-bit key, and with a block size of b = 128 bits. The
AES algorithm has hardware support on many microprocessors, making operations using
AESmuch faster than using other cryptographic primitives. Readers who wish to understand
more about the design of the AES block cipher referred to [989].
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10.4.2 Stream Ciphers
A stream cipher is one which produces an arbitrary length string of output bits, i.e. the co-
domain of the function is essentially unbounded. Stream ciphers can be constructed from
block ciphers, by using a block cipher in Counter Mode (see Section 10.5.1). However, the
stream cipher is usually reserved for constructions which are special-purpose and for which
the hardware complexity is much reduced.

Clearly, a stream cipher cannot be a permutation, but we require that no polynomial time ad-
versary can distinguish oracle access to the stream cipher from oracle access to a uniformly
random function with infinite co-domain. The design of stream ciphers is more ad-hoc than
that of the design of block ciphers. In addition, there is less widespread adoption outside
specific application areas. The interested reader is referred to the outcome of the eStream
competition for details of specific ad-hoc stream cipher designs [990].

10.4.3 Hash Functions
Hash functions aremuch like block ciphers in that they should act asPRFs.However, the input
domain can be unbounded. Since a PRF needs to be keyed to make any sense in theoretical
tracts, a hash function is usually a keyed object. In practice, we often require an unkeyed
object, in which case one considers the actual hash function used to have an implicit inbuilt
fixed key, and have been chosen from a function family already.

When considering a fixed hash function, one is usually interested in the intractability of in-
verting the hash function (the one-way property), the intractability of finding two inputs with
the same output (the collision resistance property), or the intractability of finding, given an
input/output pair, a new input which gives the same output (the second-preimage resistance
property).

10.4.3.1 Merkle-Damgård Construction

Early hash functions were based on the Merkle-Damgård construction. The family of such
functions (MD4, MD5, SHA-1, SHA-2) have a number of issues, with only SHA-2 now being
considered secure. The Merkle-Damgård construction takes a compression function f(x, y)
taking two inputs x, y of fixed length with the output length of x. This is used to derive a func-
tionwhich allows arbitrary length inputs by first dividing amessagem into t blocksm1, . . . ,mt

each of length |y|, and then applying

hi = f(hi−1,mi) for i = 1, . . . , t,

where the output is ht and h0 is some initial value, which can be thought of as a fixed key for
the hash function.

The above methodology requires a method to pad the initial input block to encode the length,
and it suffers from a number of practical issues. For example, there are obvious length ex-
tension attacks (namely a hash on a messagem can be extended to a hash onm‖m′ without
knowing the whole of m) which render the use of such hash functions problematic in some
applications. For example, in HMAC (see Section 10.5.2), one requires two applications of
the hash function to prevent such attacks.
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10.4.3.2 Sponge Constructions

A more modern approach to hash function design is to create a so-called sponge construc-
tion. This is the design philosophy behind SHA-3 (a.k.a. Keccak). A sponge is a functionwhich
operates in two phases. In the first phase, one enters data into the sponge state and, in the
second phase, one squeezes data out from the sponge.

The sponge state is a pair (r, c) ∈ {0, 1}|r|+|c|, where the length of r denotes the input/output
rate and c is a variable holding an internal state hidden from any attacker. The size of c is
directly related to the security of the construction. At each round, a public permutation p is
applied to the state (r, c).

In the input phase of the sponge, the input data m, after suitable padding, is divided into t
blocksm1, . . . ,mt of size |r|. Then the state is updated via the mapping

(ri, ci) = p(ri−1 ⊕mi, ci−1) for i = 1, . . . , t,

where r0 and c0 are initialized to be fixed all-zero bit strings. After data is entered into the
sponge, one can obtain s blocks of |r|-bit outputs o1, . . . , os by computing

(oi, c
′
i) = p(oi−1, c

′
i−1) for i = 1, . . . , s,

where o0 = rt and c′0 = ct. Thus the whole function is given by

H(m1, . . . ,mt) = o1, . . . , os.

Further details on sponge constructions, and the further objects one can construct from
them, and the SHA-3 design in particular can be found at the Keccak web page [991].

10.4.3.3 Random Oracle Model

Many cryptographic constructions are only secure if one assumes that the hash function
used in the construction behaves ‘like a random oracle’. Such constructions are believed to
be secure in the real world, but theoretically, they are less pleasing. One can think of a proof
of security in the random oracle model as a proof in which we allow the attacker to have
their usual powers; however, when they (or any of the partners they are attacking) call the
underlying hash function the call is made to an external party via an oracle call. This external
party then simply plays back a random value, i.e. it does not use any algorithm to generate
the random values. All that is required is that if the input is given to the oracle twice, then the
same output is always returned.

This clearly does not capture attacks in which the adversary makes clever use of exactly
how the hash function is defined etc, and how this definition interacts with other aspects
of the scheme/protocol under analysis. However, this modelling methodology has proved
remarkably good in enabling cryptographers to design schemes which are secure in the real
world.

KA Cryptography | October 2019 Page 333

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

10.5 SYMMETRIC ENCRYPTION AND AUTHENTICATION
[979, c3–c4][980, c13–c14]

A block cipher, such as AES or DES, does not provide an effective form of data encryption
or data/entity authentication on its own. To provide such symmetric cryptographic construc-
tions, one needs a scheme, which takes the primitive and then utilizes this in a more com-
plex construction to provide the required cryptographic service. In the context of symmetric
encryption, these are provided by modes of operation. In the case of authentication, it is pro-
vided by aMAC construction. Additionally, block ciphers are often used to take some entropy
and then expand, or collapse, this into a pseudo-random stream or key; a so-called XOF (or
Extendable Output Function) or KDF (or Key Derivation Function). Further details on block ci-
pher based constructions can be found at [992], whereas further details on Sponger/Keccak
based constructions can be found at [991].
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Figure 10.2: CBC Mode Encryption (All Figures are produced using TikZ for Cryptographers
https://www.iacr.org/authors/tikz/).

10.5.1 Modes of Operation
Historically, there have been four traditional modes of operation to turn a block cipher into an
encryption algorithm. These were ECB, CBC, OFB and CFB modes. In recent years, the CTR
mode has also been added to this list. Among these, only CBC mode (given in Figure 10.2)
and CTRmode (given in Figure 10.3) are used widely within current systems. In these Figures,
the block cipher is represented by the function Enc
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Figure 10.3: CTR Mode Encryption

On their own, however, CBC and CTRmodes only provide IND-CPA security. This is far weaker
than the ‘gold standard’ of security, namely IND-CCA (discussed earlier). Thus, modern sys-
tems use modes which provide this level of security, also enabling additional data (such as
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session identifiers) to be tagged into the encryption algorithm. Such algorithms are called
AEAD methods (or Authenticated Encryption with Associated Data). In such algorithms, the
encryption primitive takes as input a message to be encrypted, plus some associated data.
To decrypt, the ciphertext is given, along with the associated data. Decryption will only work
if both the key is correct and the associated data is what was input during the encryption
process.

The simplest method to obtain an AEAD algorithm is to take an IND-CPA mode of operation
such as CBC or CTR, and then to apply a MAC to the ciphertext and the data to be authenti-
cated, giving us the so-called Encrypt-then-MAC paradigm. Thus, to encryptm with authenti-
cated data a, one applies the transform

c1 ← Enc(m, k1; r), c2 ← MAC(c1‖a, k2; r),

with the ciphertext being (c1, c2). In such a construction, it is important that theMAC is applied
to the ciphertext as opposed to the message.
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Figure 10.4: GCM Mode Encryption

A major issue with the Encrypt-then-MAC construction is that one needs to pass the data to
the underlying block cipher twice, with two different keys. Thus, new constructions of AEAD
schemes have been given which are more efficient. The most widely deployed of these is
GCM (or Galois Counter Mode), see Figure 10.4, which is widely deployed due to the support
for this in modern processors.
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One time AEAD constructions, otherwise known as DEMs, can be obtained by simply making
the randomized AEAD deterministic by fixing the IV to zero.

10.5.2 Message Authentication Codes
Message authentication codes can be produced in roughly the same manner as modes of
operation. In particular, the standard MAC function is to utilize CBC mode with a zero-IV, and
then to output the final ciphertext block as the MAC tag, thus producing a deterministic MAC
function. On its own, even with suitable padding of the message, this is only secure when
used with fixed length messages. Thus, often a form of post-processing of the MAC output
tag is performed. For example, the final CBC ciphertext block is then passed through another
application of the underlying block cipher, but using a different key.

The GCM AEAD method of the previous section can be thought of as an Encrypt-then-MAC
construction, with the IND-CPA encryption being CTR mode, and the MAC function being a
function called GMAC. Although this is rarely used on its own as a MAC function.

Hash functions can also be used to construct MAC functions. The most famous of these
is HMAC which is a construction designed for use with Merkle–Damgård-based hash func-
tions. SinceMerkle–Damgård-based hash functions suffer from length extension attacks, the
HMAC function requires two applications of the underlying hash function. The construction
produces a deterministic MAC function given by

HMAC(m, k) = H ((k⊕ opad)‖H((k⊕ ipad)‖m)) ,

where opad is the string 0x5c5c...5c5c and ipad is the string 0x3636...3636.

As HMAC is designed specifically for use with Merkle–Damgård-based hash functions, it
makes no-sense to use this construction when using a sponge based hash function such as
SHA-3. The standardizedMAC function derived from SHA-3 is called KMAC (or KeccakMAC).
In this function, the sponge construction is used to input a suitably padded message, then
the required MAC output is taken as the squeezed output of the sponge; whereas as many
bits as squeezed are as needed for the MAC output.

10.5.3 Key Derivation and Extendable Output Functions
The security definition of a deterministic MAC is essentially equivalent to the definition that
the output of the MAC function is indistinguishable from a random string, if one does not
know the underlying secret key. As such, MAC functions can be used for other cryptographic
operations. For example, in many situations, one must derive a long (or short) string of ran-
dom bits, given some random input bits. Such functions are called KDFs or XOFs (for Key
Derivation Function and Extendable Output Function). Usually, one uses the term KDF when
the output is of a fixed length, and XOF when the output could be of an arbitrary length. But
the constructions are, usually, essentially the same in both cases.

Such functions can take an arbitrary length input string, and produce another arbitrary length
output stringwhich is pseudo-random. There are threemain constructions for such functions;
one based on block ciphers, one on the Merkle–Damgård hash functions, and one based on
sponge-based hash functions.

The constructions based on a block cipher are, at their heart, using CBC-MAC, with a zero key
to compress the input string into a cryptographic key and then use the CTRmode of operation
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under this key to produce the output string. Hence, the construction is essentially given by

k← CBC-MAC(m,0), o1 ← Enc(1, k), o2 ← Enc(2, k), . . .

where Enc is the underlying block cipher.

The constructions based on the Merkle–Damgård hash function use a similar structure, but
using one hash function application per output block, in a method similar to the following

o1 ← H(m‖1), o2 ← H(m‖2), . . .

Due to the wayMerkle–Damgård hash functions are constructed, the above construction (for
large enoughm) can be done more efficiently than simply applying H as many times as the
number of output blocks will dictate.

As one can imagine, the functions based on Keccak are simpler—one simply inputs the suit-
ably padded message into the sponge and then squeezes as many output bits out as re-
quired.

Special KDFs can also be defined which take as input a low entropy input, such as a pass-
word or PIN, and produce a key for use in a symmetric algorithm. These password based keyderivation functions are designed to be computationally expensive, so as to mitigate prob-
lems associated to brute force attacking of the underlying low entropy input.

10.5.4 Merkle-Trees and Blockchains
An application of cryptographic hash functions which has recently come to prominance is
that of usingMerkle-Trees and by extension blockchains. AMerkle-Tree, or hash-tree, is a tree
in which each leaf node contains data, and each internal node is the hash of its child nodes.
The root node is then publicly published. Merkle-Trees enable efficient demonstration that a
leaf node is contained in the tree, in that one simply presents the path of hashes from the leaf
up to the root node. Thus verification is logarithmic in the number of leaf nodes.Merkle-Trees
can verify any form of stored data and have been used in various protocols such as version
control systems, such as Git, and backup systems.

A block chain is a similar structure, but now the data items are aligned in a chain, and each
node hashes both the data item and a link to the previous item in the chain. Block chains
are used in cryptocurrencies such as Bitcoin, but they have wider application. The key prop-
erty a blockchain provides is that (assuming the current head of the chain is authenticated
and trusted) the data provides an open distributed ledger in which previous data items are
immutable, and the ordering of data items is preserved.

10.6 PUBLIC KEY ENCRYPTION
[979, c11][980, c15–c17]

As explained above, public key encryption involves two keys, a public one pk and a private
one sk. The encryption algorithm uses the public key, whilst the decryption algorithm uses the
secret key.Much of public key cryptography is based on number theoretic constructions, thus
[981] provides a good coverage ofmuch in this section. The standard security requirement for
public key encryption is that the scheme should be IND-CCA. Note that since the encryption
key is public we have that IND-PASS is the same as IND-CPA for a public key encryption
scheme.

KA Cryptography | October 2019 Page 337

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

10.6.1 KEM-DEM Philosophy
In general, public key encryption schemes are orders of magnitude less efficient than sym-
metric key encryption schemes. Thus, the usual method in utilizing a public key scheme,
when large messages need to be encrypted, is via a hybrid method. This hybrid methodology
is called the KEM-DEM philosophy A KEM, which stands for Key Encapsulation Mechanism,
a public key method to transmit a short key, selected at random from a setK, to a designated
recipient. Whereas, a DEM, or Data Encryption Mechanism, is essentially the same as an IND-
CCA symmetric encryption scheme, which has key space K. Since a DEM is only ever used
once with the same key, we can actually use a weaker notion of IND-CCA encryption for the
DEM, in which the adversary is not given access to an encryption oracle; which means the
DEM can be deterministic.
For a KEM, we call the encryption and decryption mechanisms encapsulation and decapsu-
lation, respectively. It is usual for the syntax of the encapsulation algorithm to not take any
input, bar the randomness, and then to return both the ciphertext and the key which it encap-
sulates. Thus, the syntax, and correctness, of a KEM becomes

(pk, sk)← KEMKeyGen(), r ← R, (k, c)← KEMEnc(pk; r), KEMDec(c, sk) = k.

The security definition for a KEM is described in the last equation of Figure 10.1. To construct
the hybrid public key encryption scheme we define KeyGen() to be equal to KEMKeyGen, then
Enc(m, pk; r) outputs (c0, c1) where

k, c0 ← KEMEnc(pk; r), c1 ← DEM(m, k),

with Dec((c0, c1), sk) being given by

k← KEMDec(c0, sk), m← DEM−1(c1, k).

10.6.2 Constructions based on RSA
The simplest public key encryption scheme is the RSA scheme, which is based on the dif-
ficulty of factoring integers. In the key generation algorithm, two large primes p and q are
selected and multiplied together to form N = p · q. Then a (usually small) integer e is se-
lected which is co-prime to φ(N) = (p − 1) · (q − 1). Finally, the integer d is found, using the
extended Euclidean algorithm, such that d = 1/e (mod φ(N)). The public key is set to be
pk = (N, e), whereas the secret key is set to be sk = (N, d). Note that given the pk only, finding
the secret key sk is provably equivalent to factoring N .

The public/private keys are used via the RSA function x −→ xe (mod N), which has the in-
verse map x −→ xd (mod N). Thus, the RSA function is a trapdoor permutation on the group
(Z/NZ)∗. It is not believed that inverting the RSA map is equivalent to factoring, so inversion
of this map is identified as a separate problem (the RSA problem). At the time of writing, one
should select p and q to be primes of at least 1536 bits in length to obtain suitable security.

There are many historic ways of using the RSA function as a public key encryption scheme,
many ofwhich are nowconsidered obsolete and/or insecure. The two recommendedmethod-
ologies in using RSA for encryption are RSA-OAEP and RSA-KEM; which are both IND-CCA
secure in the random oracle model.

OAEP, or Optimized Asymmetric Encryption Padding, is a method to use the RSA function
directly as an IND-CCA public key encryption algorithm. OAEP is parametrized by two integers
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k0, k1 ≥ 128 such that n = log2N − k0 − k1 ≥ 0. We then encrypt messages of at most n bits
in length as follows, using hash-functions (which are assumed to be random oracles for the
security proof)

G : {0, 1}k0 −→ {0, 1}n+k1

H : {0, 1}n+k1 −→ {0, 1}k0 .

We then encrypt using the function

c←
(
{
(
m ‖ 0k1

)
⊕G(R)} ‖ {R⊕H

((
m‖0k1

)
⊕G(R)

)
}
)e

(mod N)

where

• m ‖ 0k1 meansm followed by k1 zero bits,

• R is a random bit string of length k0,

• ‖ denotes concatenation.

RSA-KEM, on the other hand, is a KEM which is much simpler to execute. To produce the
encapsulated key and the ciphertext, one takes the random input r (which one thinks of as a
uniformly random element in (Z/NZ)∗). Then the KEM is defined by

c← re (mod N), k← H(r),

where H : (Z/NZ) −→ K is a hash function, which we model as a random oracle.

10.6.3 Constructions based on Elliptic Curves
Elliptic Curve Cryptography, or ECC, uses the fact that elliptic curves form a finite abelian
group. In terms of encryption schemes, the standard method is to use ECIES (Elliptic Curve
Integrated Encryption Scheme) to define a public key, KEM which is IND-CCA in the random
oracle model, assuming the DDH problem in the subgroup of the elliptic curve being used.
In practice, this means that one selects a curve E(Fp) for which there is a point P ∈ E(Fp)
whose order is a prime q > 2256.

For ECIES, the KeyGen algorithm is defined as follows. A secret key sk ← F∗q is selected uni-
formly at random, and then the public key is set to be Q ← [sk]P . Key encapsulation is very
similar to RSA-KEM in that it is defined by

r ← F∗q, C ← [r] · P, k← H([r] ·Q),

where H : E(Fp) −→ K is a hash function (modelled as a random oracle). To decapsulate
the key is recovered via

k← H([sk]C).

Compared to RSA-based primitives, ECC-based primitives are relatively fast and use less
bandwidth. This is because, at the time of writing, one can select elliptic curve parameters
with p ≈ q ≈ 2256 to obtain security equivalent to a work-factor of 2128 operations. Hence, in
current systems elliptic curve-based systems are preferred over RSA-based ones.
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10.6.4 Lattice-based Constructions
A major problem with both RSA and ECC primitives is that they are not secure against quan-
tum computers; namely, Shor’s algorithm will break both the RSA and ECC hard problems
in polynomial time. Hence, the search is on for public key schemes which would resist the
advent of a quantum computer. The National Institute of Standards and Technology (NIST)
is currently engaged in a process to determine potential schemes which are post-quantum
secure, see [993] for more details on this.

Themost prominent of these so-called post-quantum schemes are those based on hard prob-
lems on lattices. In particular, the NTRU schemes and a variety of schemes based on the
Learning With Errors (LWE) problem, and its generalisation to polynomial rings, known as
the Ring-LWE problem. There are other proposals based on hard probles in coding theory, on
the difficulty of computing isogenies between elliptic curves and other constructs. NIST is
currently conducting a program to select potential post-quantum replacements.

10.7 PUBLIC KEY SIGNATURES
[979, c12][980, c16]

Public key encryption assumes that the recievers public key is known to be associated with
the physical entity that the sender wishes to communicate with. This binding of public key
with an entity is done viameans of a so called digial certificate. A digital certificate is a signed
statement that a given entity is associated with a given public key. This certificate is issued
by a certificate authority, and utilizes the second main public key construct; namely a digital
signature.

Just as with public key encryption algorithms, modern digital signature algorithms are based
either on the RSA problem or a variant of the discrete logarithm problem; hence the reader is
also directed again to [981] for more advanced details. For post-quantum security, there are a
number of proposals based on lattice constructions; but none have yet been widely accepted
or deployed at the time of writing this document. Again for PQC signatures we refer to the
current NIST process [993].

The prototypical digital signature scheme given in text-books is loosely called RSA-FDH,
where FDH stands for Full Domain Hash. The algorithm takes a message m and signs it
by outputting

s = H(m)d (mod N).

Verification is then performed by testing whether the following equation holds

se = H(m) (mod N).

Here, the hash function is assumed to have domain {0, 1}∗ and co-domain (Z/NZ)∗. This
scheme comes with a security proof in the random oracle model, but is almost impossible
to implement as no standardized hash function has co-domain the whole of (Z/NZ)∗, since
N is much bigger than the output of hash functions such as SHA-2.

All standardized hash functions output a value in {0, 1}t for some t, thus what is usually done
is to take a hash value and then prepend it with some known pre-determined values, and then
‘sign’ the result. This forms the basic idea behind the Public Key Cryptography Standards
(PKCS) v1.5 signature standard. This signs a message by computing

s = (0x01‖0xFF . . . 0xFF‖0x00‖H(m))d (mod N),
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where enough padding of 0xFF bytes is done to ensure the whole padded string is just less
than N in size. Despite the close relationship to RSA-FDH, the above signature scheme has
no proof of security, and hence a more modern scheme is usually to be preferred.

10.7.1 RSA-PSS
The modern way to use the RSA primitive in a digital signature scheme is via the padding
method called PSS (Probabilistic Signature Scheme). This is defined much like RSA-OAEP
via the use of two hash functions, one which expands data and one which compresses data:

G : {0, 1}k1 −→ {0, 1}k−k1−1,
H : {0, 1}∗ −→ {0, 1}k1 ,

where k = log2N . From G we define two auxiliary functions

G1 : {0, 1}k1 −→ {0, 1}k0

which returns the first k0 bits of G(w) for w ∈ {0, 1}k1 ,

G2 : {0, 1}k1 −→ {0, 1}k−k0−k1−1

which returns the last k − k0 − k1 − 1 bits of G(w) for w ∈ {0, 1}k1 , i.e. G(w) = G1(w)‖G2(w).

To sign a messagem the private key holder performs the following steps:

• r ← {0, 1}k0 .

• w ← H(m‖r).

• y ← 0‖w‖(G1(w)⊕ r)‖G2(w).

• s← yd (mod N).

To verify a signature (s,m) the public key holder performs the following

• y ← se (mod N).

• Split y into the components b‖w‖α‖γ where b is one bit long, w is k1 bits long, α is k0
bits long and γ is k − k0 − k1 − 1 bits long.

• r ← α⊕G1(w).

• The signature is verified as correct if and only if b is the zero bit, G2(w) = γ and
H(m‖r) = w.

Despite being more complicated than PKCS-1.5, the RSA-PSS scheme has a number of ad-
vantages. It is a randomized signature scheme, i.e. each application of the signing algorithm
on the same message will produce a distinct signature, and it has a proof of security in the
random oracle model relative to the difficulty of solving the RSA problem.
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10.7.2 DSA, EC-DSA and Schnorr Signatures
The standard methodology for performing signatures in the discrete logarithm setting is to
adapt interactive verification protocols, using proofs of knowledge of a discrete logarithm
(see Sections 10.8.1 and 10.9.3), and then to convert them into a non-interactive signature
scheme using a hash function.

The two most well known of these are the DSA (Digital Signature Algorithm) method and a
method due to Schnorr. The former has widespread deployment but establishing security via
security proofs uses less well-accepted assumptions, whereas the latter is less deployed but
has well-established security proofs. The former also has, as we shall see, a more complex
signing process. Both cases use a hash functionH with co-domain (Z/qZ)∗, unlike RSA-FDH
this is easy to construct as q is relatively small.

We will describe both algorithms in the context of elliptic curves. Both make use of a public
key of the formQ = [x] ·P , where x is the secret key. To sign amessagem, in both algorithms,
one first selects a random value k ∈ (Z/qZ)∗, and computes r ← x− coord([k] · P ). One then
computes a hash of themessage. In the DSA algorithm, this is done with e← H(m), whereas
for the Schnorr algorithm, one computes it via e ← H(m‖r). Then the signature equation is
applied which, in the case of EC-DSA, is

s← (e+ x · r)/k (mod q)

and, in the case of Schnorr, is

s← (k + e · x) (mod q).

Finally, the output signature is given by (r, s) for EC-DSA and (e, s) for Schnorr.

Verification is done by checking the equation

r = x− coord([e/s] · P + [r/s] ·Q)

in the case of EC-DSA, and by checking

e = H (m‖x− coord([s] · P − e ·Q))

in the case of Schnorr. The key difference in the two algorithms is not the signing and verifi-
cation equations (although these do affect performance), but the fact that, with the Schnorr
scheme, the r value is also entered into the hash function to produce e. This small distinction
results in the different provable security properties of the two algorithms.

A key aspect of both EC-DSA and Schnorr signatures is that they are very brittle to exposure
of the per-message random nonce k. If only a small number of bits of k leak to the attacker
with every signing operation, then the attacker can easily recover the secret key.
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10.8 STANDARD PROTOCOLS
[980, c18]

Cryptographic protocols are interactive operations conducted between two ormore parties in
order to realize some cryptographic goal. Almost all cryptographic protocolsmake use of the
primitives we have already discussed (encryption, message authentication, secret sharing).
In this section, we discuss the two most basic forms of protocol, namely authentication and
key agreement.

10.8.1 Authentication Protocols
In an authentication protocol, one entity (the Prover) convinces the other entity (the Verifier)
that they are who they claim to be, and that they are ‘online’; where ‘online’ means that the
verifying party is assured that the proving party is actually responding and it is not a replay.
There are three basic types of protocol: Encryption based, Message Authentication based
and Zero-Knowledge based.

10.8.1.1 Encryption-Based Protocols

These can operate in the symmetric or public key setting. In the symmetric key setting, both
the prover and the verifier hold the same secret key, whilst in the public key setting, the prover
holds the private key and the verifier holds the public key. In both settings, the verifier first
encrypts a random nonce to the prover, the prover then decrypts this and returns it to the
verifier, the verifier checks that the random nonce and the returned value are equivalent.

Verifier Prover
N ←M

c← Enc(N, pk; r)
c−−→
m←−− m← Dec(c, sk)

N
?
= m

The encryption scheme needs to be IND-CCA secure for the above protocol to be secure
against active attacks. The nonce N is used to prevent replay attacks.

10.8.1.2 Message Authentication-Based Protocols

These also operate in the public key or the symmetric setting. In these protocols, the verifier
sends a nonce in the clear to the prover, the prover then produces a digital signature (or aMAC
in the symmetric key setting) on this nonce and passes it back to the verifier. The verifier then
verifies the digital signature (or verifies the MAC). In the following diagramwe give the public
key/digital signature based variant.

Verifier Prover
N ←M N−−→

σ−−→ σ ← Sign(N, sk)

Verify(N, σ, pk)
?
= true
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10.8.1.3 Zero-Knowledge-Based

Zero-knowledge-based authentication protocols are the simplest examples of zero-
knowledge protocols (see Section 10.9.3) available. The basic protocol is a so-called Σ- (or
Sigma-) protocol consisting of three message flows; a commitment, a challenge and a re-
sponse. The simplest example is the Schnorr identification protocol, based on the hardness
of computing discrete logarithms. In this protocol, the Prover is assumed to have a long-term
secret x and an associated public key Q = [x] · P . One should note the similarity of this pro-
tocol to the Schnorr signature scheme above.

Verifier Prover
k ← Z/qZ

r←−− R← [k] · P
e← Z/qZ e−−→

s←−− s← (k + e · x) (mod q)

R
?
= [s] · P − e ·Q

Indeed, the conversion of the Schnorr authentication protocol into the Schnorr signature
scheme is an example of the Fiat–Shamir transform, which transforms any Σ-protocol into
a signature scheme. If the underlying Σ-protocol is secure, in the sense of a zero-knowledge
proofs of knowledge (see Section 10.9.3), then the resulting signature scheme is UF-CMA.

10.8.2 Key Agreement Protocols
A key agreement protocol allows two parties to agree on a secret key for use in subsequent
protocols. The security requirements of key agreement protocols are very subtle, leading to
various subtle security properties that many deployed protocols may or may not have. We
recap on basic properties of key agreement protocols here, but a more complete discussion
can be found in [994]. The basic security requirements are

• The underlying key should be indistinguishable from random to the adversary, or that
at least it should be able to be used in the subsequent protocol without the adversary
breaking the subsequent protocol.

• Each party is assured that only the other party has access to the secret key. This is
so-called mutual authentication. In many application scenarios (e.g. in the standard ap-
plication of Transport Layer Security (TLS) to web browsing protocol), one only requires
this property of one-party, in which case we are said to only have one-way authentica-
tion.

Kerberos is an example of a (usually) symmetric key-based key agreement system. This is
a protocol that requires trusted parties to relay and generate secret keys from one party to
another. It is most suited to closed corporate networks. On the public internet, protocols
like Kerberos are less useful. Thus, here one uses public key-based protocols such as TLS
and IPSec. More advanced properties required of modern public key-based protocols are as
follows.

• Key Confirmation: The parties know that the other party has received the same secret
key. Sometimes this can be eliminated as the correct execution of the subsequent pro-
tocol using the secret key provides this confirmation. This later process is called implicitkey confirmation.
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• Forward Secrecy:The compromise of a participant’s long-term secret in the future does
not compromise the security of the secret key derived now, i.e. current conversations
are still secure in the future.

• Unknown Key Share Security: This prevents one party (Alice) sharing a key with Bob,
whereas Bob thinks he shares a key with Charlie, despite sharing it with Alice.

Variations on the theme of key agreement protocols include group key agreement, which
enables a group of users to agree on a key, or password based key agreement, in which two
parties only agree on a (high entropy) key if they also agree on a shared password.

10.8.2.1 Key Transport

Themost basic form of key agreement protocol is a form of key transport in which the parties
use public key encryption to exchange a random key. In the case of a one-way authenticated
protocol, this was the traditional method of TLS operation (up until TLS version 1.2) between
a server and a client

Client Server
pk←−−

k ← K
c← Enc(k, pk; r)

c−−→
k ← Dec(c, sk)

This protocol produced the pre-master secret in older versions of TLS (pre-TLS 1.2). To derive
the final secret in TLS, further nonces were exchanged between the parties (to ensure that
both parties were alive and the key was fresh). Then, a master secret was derived from the
pre-master secret and the nonces. Finally, key confirmation was provided by the entire proto-
col transcript being hashed and encrypted under the master secret (the so-called FINISHED
message). In TLS, the resulting key is not indistinguishable from random as the encrypted
FINISHED message provides the adversary with a trivial check to determine whether a key is
real or not. However, the protocol can be shown to be secure for the purposes of using the
master secret to produce a secure bi-directional channel between the server and the client.

Amore basic issuewith the above protocol is that it is not forward-secure. Any adversary who
records a session now, and in the future manages to obtain the server’s long-term secret sk,
can obtain the pre-master secret, and hence decrypt the entire session.

10.8.2.2 Diffie–Hellman Key Agreement

To avoid the issueswith forward secrecy of RSA-based key transport,modern protocolsmake
use of Diffie–Hellman key exchange. This allows two parties to agree on a uniformly random
key, which is indistinguishable from random assuming the Decision Diffie–Hellman problem
is hard

Alice Bob
a← Z/qZ b← Z/qZ
QA ← [a] · P QA−−→

QB←−− QB ← [b] · P
K ← [a] ·QB K ← [b] ·QA

This protocol provides forward secrecy, but provides no form of authentication. Due to this,
the protocol suffers from a man-in-the-middle attack. To obtain mutual authentication, the
message flow of QA is signed by Alice’s public key and the message flow of QB is signed
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by Bob’s public key. This prevents the man-in-the-middle attack. However, since the signa-
tures are not bound into the message, the signed-Diffie–Hellman protocol suffers from an
unknown-key-share attack; an adversary (Charlie) can strip Alice’s signature from QA and re-
place it with their signature. The adversary does not learn the secret, but does convince Bob
he is talking to another entity.

The one-way authenticated version of Diffie–Hellman key agreement is the preferredmethod
of key agreement in modern TLS deployments, and is the only method of key agreement
supported by TLS 1.3. In TLS, the FINISHED message, which hashes the entire transcript,
prevents the above unknown-key-share attack. However, it also prevents the protocol from
producing keys which are indistinguishable from random, as mentioned above.

10.8.2.3 Station-to-Station Protocol

The Station-to-Station (STS) protocol can be used to prevent unknown-key-share attacks
on signed Diffie–Hellman and maintain key indistinguishability. In this protocol, the Diffie–
Hellman derived key is used to encrypt the signatures, thus ensuring the signatures cannot
be stripped off the messages. In addition, the signatures are applied to the transcript so as
to convince both receiving parties that the other party is ‘alive’.

Alice Bob
a← Z/qZ b← Z/qZ
QA ← [a] · P QA−−→

QB ← [b] · P
K ← [b] ·QA

σB ← Sign({QB, QA}, skB)
QB ,cB←−−−− cB ← EncK(σB)

K ← [a] ·QB

σB ← DecK(cB)

Verify({QB, QA}, σB, pkB)
?
= true

σA ← Sign({QA, QB}, skA)

cA ← EncK(σA)
cA−−→

σA ← DecK(cA)

Verify({QA, QB}, σA, pkA)
?
= true

10.9 ADVANCED PROTOCOLS
[980, c20–c22]

Modern cryptography has examined a number of more complex protocols to achieve more
complex ends. For example, secure e-voting schemes, secure auctions, data storage and re-
trieval, etc. Most of these advanced protocols are either based on the simpler components
described in this section and/or on the encryption and signature schemes with special prop-
erties discussed in the next section. Here we restrict ourselves to discussing three widely
needed protocols: Oblivious Transfer, Zero-Knowledge and Multi-Party Computation.
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10.9.1 Oblivious Transfer
While Oblivious Transfer (OT) is at the heart of many advanced protocols, it is a surprisingly
simple primitive which enables one to accomplish various more complex tasks. In the fol-
lowing, we describe the basic 1-out-of-2 Oblivious Transfer, but extensions to n-out-of-m are
immediate. In all cases, the protocol is one executed between a Sender and a Receiver.

In a 1-out-of-2 Oblivious Transfer, the Sender has two messages m0 and m1, whilst the Re-
ceiver has an input bit b. The output of the protocol should be the message mb for the Re-
ceiver, and the Sender obtains no output. In particular, the Receiver learns nothing about the
messagem1−b, whilst the Sender learns nothing about the bit b.

This passively secure protocol can be implemented as follows.We assume the Sender’smes-
sages are two elementsM0 andM1 in an elliptic curve group E(Fp) of prime order q.

Sender Receiver
C ← E(Fp)

C−→
x← (Z/qZ)

Qb ← [x] · P
Q1−b ← C −Qb

Q0←−
Q1 ← C −Q0

k ← (Z/qZ)

C1 ← [k] · P
E0 ←M0 + [k] ·Q0

E1 ←M1 + [k] ·Q1

C1,E0,E1−→
Mb ← Eb − [x] · C1

The extension to an actively secure protocol is only a little more complex, but beyond the
scope of this article.

10.9.2 Private Information Retrieval and ORAM
A Private Information Retrieval (PIR) protocol is one which enables a computer to retrieve
data from a server held database, without revealing the exact item which is retrieved. If the
server has n data items then this is related to a 1-out-of-n OT protocol. However, in PIR we
do not insist that the user does not learn anything else about the servers data, we only care
about privacy of the user query. In addition protocols for PIR are meant to be run many times,
and we are interested in hiding the total set of access patterns, i.e. even whether a data item
is retrieved multiple times. The goal of PIR protocols is to obtain greater efficiency than the
trivial solution of the server sending the user the entire database.

An Oblivious Random Access Memory (ORAM) protocol is similar but now we not only allow
the user to obliviously read from the server’s database, we also allow the user to write to the
database. So as to protect the write queries the server held database must now be held in
an encrypted form (so what is written cannot be determined by the server). In addition the
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access patterns, i.e. where data is written to and read from, needs to be hidden from the
server.

10.9.3 Zero-Knowledge
A Zero-Knowledge protocol is a protocol executed between a Prover and a Verifier in which
the Prover demonstrates that a statement is true, without revealing why the statement is
true. The concept is used in many places in cryptography, to construct signature schemes,
to attest ones identity, and to construct more advanced protocols. An introduction to the
more theoretical aspects of zero-knowledge can be found in [982]. More formally, consider
an NP language L (i.e. a set of statements x which can be verified to be true in polynomial
time given a witness or proof w). An interactive proof system for L is a sequence of protocol
executions by an (infinitely powerful) Prover P and a (probabilistic polynomial time) Verifier
V , which on joint input x proceeds as follows:

Verifier Prover
p1←− (p1, s

′
1)← P1(x)

(v1, s1)← V1(x, p1)
v1−→
p2←− (p2, s

′
2)← P2(s

′
1, v1)

(v2, s2)← V2(s1, p2)
v2−→
p3←− (p3, s

′
3)← P3(s

′
2, v2)

... ...
pr−→ (pr, s

′
r)← Pr(sr1 , vr1)

By the end of the protocol, the Verifier will output either true or false. An interactive proof
system is one which is both complete and sound

• Completeness: If the statement x is true, i.e. x ∈ L, then if the Prover is honest then the
Verifier will output true.

• Soundness: If the statement is false, i.e. x 6∈ L, then no cheating Prover can convince
the Verifier with probability greater than p.

Note that even if p is large (say p = 0.5) then repeating the proof multiple times can reduce
the soundness probability to anything desired. Of course, protocols with small p to start with
are going to be more efficient.

For any NP statement, there is a trivial interactive proof system. Namely, the Prover simply
sends over the witness w which the Verifier then verifies. However, this reveals the witness.
In a zero-knowledge proof, we obtain the same goal, but the Verifier learns nothing bar the
fact that x ∈ L. To formally define zero-knowledge, we insist that there is a (probabilistic poly-
nomial time) simulator S which can produce protocol transcripts identical to the transcripts
produced between a Verifier and an honest Prover; except the simulator has no access to
the Prover. This implies that the Verifier cannot use the transcript to perform any other task,
since what it learned from the transcript it could have produced without the Prover by simply
running the simulator.

A zero-knowledge proof is said to be perfect zero-knowledge if the distribution of transcripts
produced by the simulator is identical to those produced between a valid prover and verifier.
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If the two distributions only cannot be distinguished by an efficient algorithmwe say we havecomputational zero-knowledge.
A zero-knowledge proof is said to be a proof of knowledge if a Verifier given rewinding access
to the prover (i.e. the Verifier can keep resetting the Prover to a previous protocol state and
continue executing) can extract the underlying witness w. This implies that the Prover must
‘know’ w since we can extract w from it.

A non-interactive zero-knowledge proof is one in which there is no message flowing from the
Verifier to the Prover, and only one message flowing from the Prover to the Verifier. Such
non-interactive proofs require additional setup assumptions, such as a Common Reference
String (CRS), or they require one to assume the Random Oracle Model. Traditionally these
are applied to specific number theoretic statements, such to show knowledge of a discrete
logarithm (see the next section on Σ-protocols), however recently so called Succinct Non-
Interactive Arguments of Knowledge (SNARKs) have been developed which enable such non-
interactive arguments for more complex statements. Such SNARKs are finding applications
in some blockchain systems.

10.9.3.1 Σ-Protocols

The earlier Σ-protocol for identification is a zero-knowledge proof of knowledge.

Verifier Prover
k ← Z/qZ

R←−− R← [k] · P
e← Z/qZ e−−→

s←−− s← (k + e · x) (mod q)

R
?
= [s] · P − e ·Q

The protocol is obviously complete since Q = [x] · P , and the soundness error is 1/q. That
it is zero-knowledge follows from the following simulation, which first samples e, s ← Z/qZ
and then computesR = [s]P −e ·Q; the resulting simulated transcript being (R, e, s). Namely,
the simulator computes things in the wrong order.

The protocol is also a proof of knowledge since if we execute two protocol runs with the
same R value but different e-values (e1 and e2) then we obtain two s-values (s1 and s2). This
is done by rewinding the prover to just after it has sent its first message. If the two obtained
transcripts (R, e1, s1) and (R, e2, s2) are both valid then we have

R = [s1] · P − e1 ·Q = [s2] · P − e2 ·Q

and so
[s1 − s2] · P = [e1 − e2] ·Q

and hence
Q =

[
s1 − s2
e1 − e2

]
· P

and hence we ‘extract’ the secret x from x = (s1 − s2)/(e1 − e2) (mod q).
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10.9.4 Secure Multi-Party Computation
Multi-Party Computation (MPC) is a technique to enable a set of parties to compute on
data, without learning anything about the data. Consider n parties P1, . . . , Pn each with input
x1, . . . , xn. MPC allows these parties to compute any function f(x1, . . . , xn) of these inputs
without revealing any information about the xi to each other, bar what can be deduced from
the output of the function f . A general introduction to the theory of such protocols can be
found in [983].

In an MPC protocol, we assume that a subset of the parties A is corrupt. In statically secure
protocols, this set is defined at the start of the protocol, but remains unknown to the honest
parties. In an adaptively secure protocol, the set can be chosen by the adversary as the pro-
tocol progresses. An MPC protocol is said to be passively secure if the parties in A follow
the protocol, but try to learn data about the honest parties’ inputs from their joint view. In anactively secure protocol, the parties in A can arbitrarily deviate from the protocol.

An MPC protocol should be correct, i.e. it outputs the correct answer if all parties follow
the protocol. It should also be secure, i.e. the dishonest parties should learn nothing about
the inputs of the honest parties. In the case of active adversaries, a protocol is said to berobust if the honest parties will obtain the correct output, even when the dishonest parties
deviate from the protocol. A protocol which is not robust, butwhich abortswith overwhelming
probabilitywhen a dishonest party deviates, is said to be an actively secureMPCprotocolwithabort.
MPC protocols are catagorized by whether they utilize information-theoretic primitives
(namely secret sharing), or they utilize computationally secure primitives (such as symmetric-
key and public-key encryption). They are also further characterized by the properties of the
set A. Of particular interest is when the size t of A is bounded by a function of n (so-called
threshold schemes). The cases of particular interest are t < n, t < n/2, and t < n/3; the
threshold cases of t < n/2 and t < n/3 can be generalized to Q2 and Q3 access structures,
as discussed in Section 10.3.2.

In the information-theoretic setting, one can achieve passively secure MPC in the case of
t < n/2 (orQ2 access structures). Actively secure robust MPC is possible in the information-
theoretic setting when we have t < n/3 (or Q3 access structures). All of these protocols
are achieved using secret sharing schemes. A detailed study of secret sharing based MPC
protocols is given in [995].

In the computational setting, one can achieve actively secure robust computation when t <
n/2, using Oblivious Transfer as the basic computational foundation. The interesting case
of two party computation is done using the Yao protocol. This protocol has one party (the
Circuit Creator, also called the Garbler) ‘encrypting’ a boolean function gate by gate using a
cipher such as AES, the circuit is then sent to the other party (called the Circuit Evaluator).
The Evaluator then obtains the ‘keys’ for their input values from the Creator using Oblivious
Transfer, and can then evaluate the circuit. A detailed study of two party Yao based protocols
is given in [996].

Modern MPC protocols have looked at active security with abort in the case of t < n. The
modern protocols are divided into a function-dependent offline phase, which requires public
key functionality but which is function independent, then a function-dependent online phase
which mainly uses information-theoretic primitives. Since information theoretic primitives
are usually very fast, this means the time-critical online phase can be executed as fast as
possible.
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10.10 PUBLIC KEY ENCRYPTION/SIGNATURES WITH
SPECIAL PROPERTIES

[979, c13]

A major part of modern cryptography over the last twenty years has been the construction
of encryption and signature algorithms with special properties or advanced functionalities. A
number of the following have been deployed in specialized systems (for example, U-PROVE,
IDEMIX, attestation protocols and some crypto-currencies). We recap the main variants be-
low, giving for each one the basic idea behind their construction.

10.10.1 Group Signatures
A group signature scheme defined a group public key pk, associated to a number of secret
keys sk1, . . . , skn. The public key is usually determined by an entity called aGroupManager, dur-
ing an interaction with the group members. Given a group signature s, one cannot tell which
secret key signed it, although one is guaranteed that one did. Thus group signatures provide
the anonymity of a Signer. Most group signature algorithms have a special entity called anOpener who has some secret information which enables them to revoke the anonymity of a
Signer. This last property ensures one can identify group members who act dishonestly in
some way.

A group signature scheme can either support static or dynamic groups. In a static group
signature scheme, the group members are fixed at the start of the protocol, when the public
key is fixed. In a dynamic group signature scheme the groupmanager can addmembers into
the group as the protocol proceeds, and (often) revoke members as well.

An example of this type of signature scheme which is currently deployed is the Direct Anony-
mous Attestation (DAA) protocol; which is essentially a group signature scheme in which theOpener is replaced with a form of user controlled linkability; i.e. a signer can decide whether
two signatures output by the specific signer can be linked or not.

10.10.2 Ring Signatures
A ring signature scheme ismuch like a group signature scheme, but in a ring signature there is
no groupmanager. Each user in a ring signature scheme has a public/private key pair (pki, ski).
At the point of signing, the Signer selects a subset of the public keys (containing this own),
which is called a ring of public keys, and then produces a signature. The Receiver knows the
signature was produced by someone in the ring, but not which member of the ring.
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10.10.3 Blind Signatures
A blind signature scheme is a two party protocol in which a one party (the User) wants to
obtain the signature on a message by a second party (the Signer). However, the Signer is
not allowed to know which message is being signed. For example, the Signer may be simply
notarising that something happened, but does not need to know precisely what. Security
requires that the Signer should not learn anything about anymessage passed to it for signing,
and the user should not obtain the signature on anymessage other than those they submitted
for signing.

10.10.4 Identity-Based Encryption
In normal public key encryption, a user obtains a public key pk, along with a certificate C. The
certificate is produced by a trusted third party, and binds the public key to the identity. Usually,
a certificate is a digitally signed statement containing the public key and the associated user
identity. So, when sending a message to Alice the Sender is sure that Alice is the legitimate
holder of public key pk.

Identity Based Encryption (IBE) is an encryption scheme which dispenses with the need for
certificate authorities, and certificates. To encrypt to a user, say Alice, we simply use her
identity Alice as the public key, plus a global ‘system’ public key. However, to enable Alice to
decrypt, wemust have a trusted third party, called a Key Generation Centre, which can provide
Alice with her secret key. This third party uses its knowledge of the ‘system’ secret key to be
able to derive Alice’s secret key. Whilst dispensing with certificates, an IBE system inherently
has a notion of key escrow; the Key Generation Centre can decrypt all messages.

10.10.5 Linearly Homomorphic Encryption
In a linearly homomorphic encryption scheme one can perform a number of linear opera-
tions on ciphertexts, which result in a ciphertext encrypting a message having had the same
operations performed on the plaintext. Thus, given two encryptions c1 ← Enc(m1, pk; r1) and
c2 ← Enc(m2, pk; r2) one can form a ‘sum’ operation c← c1⊕c2 such that c decrypts tom1+m2.
The standard example of such encryption schemes is the Paillier encryption scheme, which
encrypts elements m ∈ (Z/NZ), for an RSA-modulus N by computing c ← (1 + N)m · rN
(mod N2) where r is selected in Z/NZ.

Such encryption algorithms can never be IND-CCA secure, as the homomorphic property pro-
duces a trivial malleability which can be exploited by a CCA attacker. However, they can have
applications in many interesting areas. For example, one can use a linearly homomorphic
encryption scheme to add up votes in a digitally balloted election for two candidates, where
each vote is an encryption of either the message zero or one.
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10.10.6 Fully Homomorphic Encryption
Fully Homomorphic Encryption (or FHE) is an extension to linearly homomorphic encryption,
in that one can not only homomorphically evaluate linear functions, but also non-linear ones.
In particular, the ability to homomorphically evaluate both addition and multiplication on en-
crypted data enables one to (theoretically) evaluate any function. Applications of FHE which
have been envisioned are things such as performing complex search queries on encrypted
medical data etc. Thus, FHE is very interesting in a cloud environment.

All existing FHE schemes are highly inefficient. Thus only very simple functions can be eval-
uated in suitable time limits. A scheme which can perform homomorphic operations from
a restricted class of functions (for example, to homomorphically evaluate all multi-variate
polynomials of total degree five) is called a Somewhat Homomorphic Encryption (or SHE)
scheme. Obviously, if the set of functions are all multi-variate polynomials of degree one,
then the SHE scheme is a linear homomorphic encryption scheme.

10.11 IMPLEMENTATION ASPECTS
There are two aspects one needs to bear in mind with respect to cryptographic implementa-
tion. Firstly security and secondly performance.

In terms of security the main concern is one of side-channel attacks. These can be mounted
against both hardware implementations, for example cryptographic circuits implemented on
smart-cards, or against software implementations running on commodity processors. Any
measurable difference which occurs when running an algorithm on one set of inputs versus
another can lead to an attack. Such measurements may involve timing differences, power
comsumption differences, differences in electromagnetic radiation, or even differences in
the sound produced by the fan on the processor. It is even possible to mount remote side-
channel attacks where one measures differences in response times from a remote server.
A good survey of such attacks, focused on power analysis applied to symmetric algorithms
such as AES, can be found in [997].

To protect against such side-channel attacks at the hardware level various techniques have
been proposed including utilizing techniques based on secret-sharing (called masking in the
side-channel community). In the area of software one needs to ensure code is constant-time
at the least (i.e. every execution path takes the same amount of time), indeed havingmultiple
execution paths can itself lead to attacks via power-analysis.

To enable increased performance it is becoming increasingly common for processor manu-
facturers to supply special instructions to enable improvements to cryptographic algorithms.
This is similar to the multi-media extensions which have been common place for other appli-
cations for some decades. An example of this is special instructions on x86 chips to perform
operations related to AES, to perform GCM-mode and to perform some ECC operations.

Public key, i.e. number theoretic constructions, are particularly expensive in terms of com-
putational resources. Thus it is common for these specific algorithms to be implemented in
low level machine code, which is tuned to a specific architecture. However, this needs to be
done with care so as to take into account the earlier mentioned side-channel attacks.

Finally an implementation can also be prone to fault attacks. These are attacks in which an
attacker injects faults (either physical faults on hardware, or datagram faults into a protocol).
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Defences against such attacks need to be considered including standard fault tolerent com-
puting approaches in hardware, and full input validation in all protocols. Further details on
fault attacks can be found in [998].

CROSS-REFERENCE OF TOPICS VS REFERENCE MATERIAL
The two main textbooks below we cross-reference against the main sections here. Further
topic specific reading is given by references to the main bibliography.
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10.1 Mathematics c8–c9, App B c1–c5 [981]
10.2 Cryptographic Security Models c1–c4 c11 [982, 983, 984, 985]
10.3 Information-theoretically Secure
Constructions c2 c19 [986]

10.4 Symmetric Primitives c3–c6 c11–c14 [987, 988, 989, 990, 991]
10.5 Symmetric Encryption and
Authentication c3–c4 c13–c14 [991, 992]

10.6 Public Key Encryption c11 c15–c17 [981, 993]
10.7 Public Key Signatures c12 c16 [981, 993]
10.8 Standard Protocols – c18 [994]
10.9 Advanced Protocols – c20–c22 [982, 983, 995, 996]
10.10 Public Key Encryption/Signatures
With Special Properties c13 –

10.11 Implementation Aspects – – [997, 998]

FURTHER READING
The following two text books are recommended to obtain further information on the topics
in this knowledge area. Further topic specific reading is given in the bibliography.
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Introduction to Modern Cryptography (J. Katz and Y. Lindell) [979]
A standard modern textbook covering aspects of the design of cryptographic schemes from
a provable security perspective.

Cryptography Made Simple (N.P. Smart) [980]
A textbook with less mathematical rigour than the previously mentioned one, but which also
covers a wider range of areas (including zero-knowledge and MPC), and touches on aspects
related to implementation.
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INTRODUCTION
In this Knowledge Area, we introduce the principles, primitives and practices for ensuring se-
curity at the operating system and hypervisor levels. We shall see that the challenges related
to operating system security have evolved over the past few decades, even if the principles
have stayed mostly the same. For instance, when few people had their own computers and
most computing was done on multi-user (often mainframe-based) computer systems with
limited connectivity, security was mostly focused on isolating users or classes of users from
each other1. Isolation is still a core principle of security today. Even the entities to isolate have
remained, by and large, the same. We will refer to them as security domains. Traditional se-
curity domains for operating systems are processes and kernels, and for hypervisors, Virtual
Machines (VMs). Although we may have added trusted execution environments and a few
other security domains in recent years, we still have the kernel, user processes and virtualma-
chines as the main security domains today. However, the threats have evolved tremendously,
and in response, so have the security mechanisms.

As we shall see, some operating systems (e.g., in embedded devices) do not have any notion
of security domains whatsoever, but most distinguish between multiple security domains
such as the kernel, user processes and trusted execution environments. In this Knowledge
Area, we will assume the presence of multiple, mutually non-trusting security domains. Be-
tween these security domains, operating systems manage a computer system’s resources
such as CPU time (through scheduling), memory (through allocations and address space
mappings) and disk blocks (via file systems and permissions). However, we shall see that
protecting such traditional, coarse-grained resources is not always enough and it may be nec-
essary to explicitly manage the more low-level resources as well. Examples include caches,
Transaction Lookaside Buffers (TLBs), and a host of other shared resources. Recall that
Saltzer and Schroeder’s Principle of Least Common Mechanism [8] states that every mecha-
nism shared between security domains may become a channel through which sensitive data
may leak. Indeed, all of the above shared resources have served as side channels to leak
sensitive information in attack scenarios.

As the most privileged components, operating systems and hypervisors play a critical role
in making systems (in)secure. For brevity, we mainly use the term operating system and pro-
cesses in the remainder of this knowledge area and refer to hypervisors and VMs explicitly
where the distinction is important2.

While security goes beyond the operating system, the lowest levels of the software stack
form the bedrock on which security is built. For instance, the operating system may be capa-
ble of executing privileged instructions not available to ordinary user programs and typically
offers the means to authenticate users and to isolate the execution and files of different
users. While it is up to the application to enforce security beyond this point, the operating
systemguarantees that non-authorised processes cannot access its files,memory, CPU time,
or other resources. These security guarantees are limited by what the hardware can do. For
instance, if a CPU’s Instruction Set Architecture (ISA) does not have a notion of multiple priv-
ilege levels or address space isolation to begin with, shielding the security domains from
each other is difficult—although it may still be possible using language-based protection (as
in the experimental Singularity operating system [1000]).

1A situation, incidentally, that is not unlike that of shared clouds today.
2Targeted publications about developments in threats and solutions for virtualised environments have ap-

peared elsewhere [999]
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The security offered by the operating system is also threatened by attacks that aim to evade
the system’s security mechanisms. For instance, if the operating system is responsible for
the separation between processes and the operating system itself gets compromised, the
security guarantees are void. Thus, we additionally require security of the operating system.

After explaining the threat model for operating system security, we proceed by classifying
the different design choices for the underlying operating system structure (monolithic ver-
sus microkernel-based, multi-server versus libraryOS, etc.), which we then discuss in relation
to fundamental security principles and models. Next, we discuss the core primitives that op-
erating systems use to ensure different security domains are properly isolated and access
to sensitive resources is mediated. Finally, we describe important techniques that operating
systems employ to harden the system against attacks.

11.1 ATTACKER MODEL
[1001, c1-c9][1002, c9][1003][999]

We assume that attackers are interested in violating the security guarantees provided by the
operating system or hypervisor: leak confidential data (e.g., crypto keys), modify data that
should not be accessible (e.g., to elevate privileges) or limit the availability of the system and
its services (e.g., by crashing the system or hogging its resources). In this knowledge area,
we focus on the technical aspects of security, leaving aside insider threats, human behaviour,
physical attacks, project management, company policies, etc. Not because they are not im-
portant, but because they are beyond OS control and would require a knowledge area of their
own. Table 11.1 lists some of the threats and attack methods that we do consider.

The simplest way to compromise the system is to inject a malicious extension into the heart
of the operating system. For instance, in monolithic systems such as Linux and Windows,
this could be a malicious driver or kernel module, perhaps inadvertently loaded as a Trojan,
that has access to all privileged functionality [1004]. Tomaintain their hold on the system in a
stealthymanner regardless of what the operating system or hypervisor may do, the attackers
may further infect the system’s boot process (e.g., by overwriting the master boot record or
the Unified Extensible Firmware Interface (UEFI), firmware)—giving the malicious code con-
trol over the boot process on every reboot, even before the operating system runs, allowing
it to bypass any and all operating system level defenses [1005].

Besides using Trojans, attackers frequently violate the security properties without any help
from the user, by exploiting vulnerabilities. In fact, attackers may use a wide repertoire of
methods. For instance, they commonly abuse vulnerabilities in the software, such asmemory
errors [1003] to change code pointers or data in the operating system and violate its integrity,
confidentiality or availability. By corrupting a code pointer, they control where the program
resumes execution after the call, jump or return instruction that uses the corrupted code
pointer. Changing data or data pointers opens up other possibilities, such as elevating the
privilege level of an unprivileged process to ‘root’ (giving all-powerful ’system’ privileges) or
modifying the page tables to give a process access to arbitrary memory pages. Likewise,
they may use such bugs to leak information from the operating system by changing which
or how much data is returned for a system call, or a network request.

Attackers may also abuse vulnerabilities in hardware, such as the Rowhammer bug present
in many DRAM chips [1006]. Since bits in memory chips are organised in rows and packed
very closely together, accessing a bit in one row may cause the neighbouring bit in the ad-
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Attack Description

Malicious extensions Attacker manages to convince the system to load a malicious driver
or kernel module (e.g., as a Trojan).

Bootkit Attacker compromises the boot process to gain control even before
the operating system gets to run.

Memory errors (software) Spatial and temporalmemory errors allow attackers (local or remote)
to divert control flow or leak sensitive information.

Memory corruption (hardware) Vulnerabilities such as Rowhammer in DRAM allow attackers (local
or remote) to modify data that they should not be able to access.

Uninitalised data leakage The operating system returns data to user programs that is not prop-
erly initialised and may contain sensitive data.

Concurrency bugs and double fetch Example: the operating system uses a value from userspace twice
(e.g., a size value is used once to allocate a buffer and later to copy
into that buffer) and the value changes between the two uses.

Side channels (hardware) Attackers use access times of shared resources such as caches and
TLBss to detect that another security domain has used the resource,
allowing them to leak sensitive data.

Side channels (speculative) Security checks are bypassed in speculative or out-of-order execu-
tion and while results are squashed they leave a measurable trace in
the micro-architectural state of the machine.

Side channels (software) Example: when operating systems / hypervisors use features such
as memory deduplication, attackers can measure that another secu-
rity domain has the same content.

Resource depletion (DoS) By hogging resources (memory, CPU, buses, etc.), attackers prevent
other programs frommaking progress, leading to a denial of service.

Deadlocks/hangs (DoS) The attacker brings the system to a state where no progress can be
made for some part of the software, e.g., due to a deadlock (DoS).

Table 11.1: Known attack methods / threats to security for modern operating systems
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jacent row to leak a small amount of charge onto its capacitor—even though that bit is in
a completely different page in memory. By repeatedly accessing the row at high frequency
(‘hammering’), the interference accumulates so that, in some cases, the neighbouring bitmay
flip. We do not know in advance which, if any, of the bits in a row will flip, but once a bit flips,
it will flip again if we repeat the experiment. If attackers succeed in flipping bits in kernel
memory, they enable attacks similar to those based on software-based memory corruption.
For instance, corrupting page tables to gain access to the memory of other domains.

Another class of attacks is that of concurrency bugs and double fetch [1007, 1008]. The dou-
ble fetch is an important problem for an operating system and occurs when it uses a value
from userspace twice (e.g., a size value is used once to allocate a buffer and later to copy
into that buffer). Security issues such as memory corruption arise if there is a race between
the operating system and the attacker, and the attacker changes the userspace value in be-
tween the two accesses and makes it smaller. It is similar to a Time Of Check Time Of Use
(TOCTOU) attack, except that the value modified is used twice.

In addition to direct attacks, adversariesmay use side channels to leak information indirectly,
for instance bymeans of cache sidechannels [1009]. There aremany variants, but a common
one consists of attackers filling a cache set with their own data or code and then periodically
accessing these addresses. If any of the accesses is significantly slower, they will know that
someone else, presumably the victim, also accessed data/code that falls in the same cache
set. Now assume that the victim code calls functions in a secret dependent way. For instance,
an encryption routine processes a secret key bit by bit and calls function foo if the bit is 0,
and bar if it is 1, where foo and bar are in different cache sets. By monitoring which cache
sets are used by the side channel, the attackers quickly learn the key.

Another famous family of hardware side channels abuses speculative and out-of-order exe-
cution [1010, 1011]. For performance, modern CPUsmay execute instructions ahead of time—
before the preceding instructions have been completed. For instance, while waiting for the
condition of a conditional branch to be resolved, the branch predictor may speculate that the
outcomewill be ‘branch taken’ (because that was the outcome for the last n times), and spec-
ulatively execute the instructions corresponding to the taken branch. If it turns out that it was
wrong, the CPU will squash all the results of the speculatively executed instructions, so that
none of the stores survive in registers or memory. However, there may still be traces of the
execution in the micro-architectural state (such as the content of caches, TLBs and branch
predictors that are not directly visible in the instruction set architecture). For instance, if a
speculative instruction in a user program reads a sensitive and normally inaccessible byte
frommemory in a register and subsequently uses it as an offset in a userspace array, the array
element at that offset will be in the cache, even though the value in the register is squashed
as soon as the CPU discovers that it should not have allowed the access. The attacker can
time the accesses to every element in the array and see if one is significantly faster (in the
cache). The offset of that element will be the secret byte. In other words, the attacker can
use a cache side channel to extract the data that was accessed speculatively.

More recent attacks show that the hardware vulnerabilities related to speculation and out-
of-order execution may be more disastrous than we thought. The Foreshadow attack [1012]
abuses the fact that Intel CPUs read from the Level 1 cache under speculative execution
whenever amemory page ismarked as not present—without properly checking the ownership
of the data at that physical address. Worse, the vulnerability known as Rogue In-Flight Data
(RIDL) [1013] (that attackers can exploit without privileges, even from JavaScript in browsers)
and without caring about addresses, shows that Intel CPUs constantly feed speculatively
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executing instructions with data from arbitrary security domains all the time, via a variety of
temporary micro-architectural buffers.

Mitigating these attacks require not just changes in the hardware but also deep and often
complex involvement of the operating system. For instance, the operating system may need
to flush caches and buffers that could leak data, provide guarantees that no speculation takes
place across certain branches, or schedule different security domains on separate cores, etc.

Besides caches, hardware side channels can use all kinds of shared resources, including
TLBs, MMUs, and many other components [1014]. Indeed, side channels need not be hard-
ware related at all. For instance, memory deduplication and page caches, both implemented
in the operating system, are well-known sources for side channels. Focusing on the former
for illustration purposes, consider a system that aggressively deduplicates memory pages:
whenever it sees two pages with the same content, it adjusts the virtual memory layout so
that both virtual pages point to the same physical page. This way, it needs to keep only one
of the physical pages to store the content, which it can share in a copy-on-write fashion. In
that case, a write to that page takes longer (because the operating system must copy the
page again and adjust its page table mappings), which can be measured by an attacker. So,
if a write to page takes significantly longer, the attacker knows that some other program also
has a copy of that content—a side channel that tells the attacker something about a victim’s
data. Researchers have shown that attackers may use such coarse-grained side channels to
leak even very fine-grained secrets [1015]. In many of the side channels, the issue is a lack of
isolation between security domains in software and in hardware (e.g., there may be no or too
little isolation during hardware-implemented speculative execution). It is important to realise
that domain isolation issues extend to the hardware/software interface.

For confidentiality in particular, information leaks may be subtle and seemingly innocuous,
and still lead to serious security problems. For instance, the physical or even virtual ad-
dresses of objects may not look like very sensitive information, until we take into account
code reuse [1016] or Rowhammer [1006] attacks that abuse knowledge of the addresses to
divert control flow to specific addresses or flip specific bits.

As for the origin of the attacks, they may be launched from local code running natively on
the victim’s machine in user space, (malicious) operating system extensions, scripting code
fetched across the network and executed locally (such as JavaScript in a browser), mali-
cious peripherals, or even remote systems (where attackers launch their exploit across the
network). Clearly, a remote attack is harder to carry out than a local one.

In some cases, we explicitly extend the attacker model to include malicious operating sys-
tems or malicious hypervisors as well. These attackers may be relevant in cloud-based sys-
tems, where the cloud provider is not trusted, or in cases where the operating system itself
has been compromised. In these cases, the goal is to protect the sensitive application (or a
fragment thereof), possibly running in special hardware-protected trusted execution environ-
ments or enclaves, from the kernel or hypervisor.

A useful metric for estimating the security of a system is the attack surface [1017]—all the
different points that an attacker can reach and get data to or from in order to try and com-
promise the system. For instance, for native code running locally, the attack surface includes
all the system calls the attacker can execute as well as the system call’s arguments and re-
turn values, together with all the code implementing the system calls, which the attacker can
reach. For remote attackers, the attack surface includes the network device drivers, part of
the network stack, and all the application code handling the request. For malicious devices,
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the attack surfacemay include all thememory the devicemay access using DMA or the code
and hardware functions with which the devicemay interact. Note, however, that the exposure
of more code to attackers is only a proxy metric, as the quality of the code differs. In an ex-
treme case, the system is formally verified so that a wide range of common vulnerabilities
are no longer possible.

11.2 THE ROLE OF OPERATING SYSTEMS AND THEIR
DESIGN IN SECURITY

[1002, c1,c7c9][1018, c1]

At a high level, operating systems and hypervisors are tasked with managing the resources
of a computer system to guarantee a foundation on which it is possible to build secure appli-
cations with respect to confidentiality, integrity and availability.

The main role of these lowest layers of the software stack with respect to security is to pro-
vide isolation of security domains and mediation of all operations that may violate the iso-
lation. In the ideal case, the operating system shields any individual process from all other
processes. For instance, peripheral processes should not be able to access the memory al-
located to the primary process, learn anything about the activities related to that primary
process except those which the process chooses to reveal, or prevent the process from us-
ing its allocated resources, such as CPU time indefinitely. Some operating systemsmay even
regulate the information flows such that top secret data can never leak to processes without
the appropriate clearance, or classified data cannot be modified by processes without the
appropriate privilege levels.

Digging a little deeper, we can distinguish between control and data plane operations and
we see that isolation in operating systems involves both. In memory isolation, the operating
systems operate at the control plane when it configures the MMU (memory management
unit), which is then responsible for the isolation without much involvement by the operating
system. In most other interactions, for instance when operating on arguments of system
calls provided by unprivileged security domains, an operating systemoperates at both planes.
The lack of separation between the planes may easily lead to vulnerabilities—for instance,
when the operating system decides to reuse memory pages that previously belonged to one
security domain (with access isolation enforced by the MMU) in another domain without
properly overwriting the (possibly sensitive) data on that page.

There are many ways to design an operating system. Fig. 11.1 illustrates four extreme design
choices. In Fig. 11.1(a), the operating system and the application(s) run in a single security
domain and there is no isolation whatsoever. Early operating systems worked this way, but
so do many embedded systems today. In this case, there is little to no isolation between the
different components in the system and an application can corrupt the activities of the File
System (FS), the network stack, drivers, or any other component of the system.

Fig. 11.1(b) shows the configuration of most modern general-purpose operating systems,
where most of the operating system resides in a single security domain, strictly isolated
from the applications, while each application is also isolated from all other applications. For
instance, this is the structure of Windows Linux, OS X and many of the descendants of the
original UNIX [1019]. Since almost every component of the operating system runs in a single
security domain, the model is very efficient because the components interact simply by func-
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tion calls and shared memory. The model is also safe as long as every component is benign.
However, if attackers manage to compromise even a single component, such as a driver, all
security is void. In general, device drivers and other operating system extensions (e.g., Linux
Kernel Modules) are important considerations for the security of a system. Often written by
third parties and more buggy than the core operating system code, extensions running in the
single security domain of the operating system may compromise the security of the system
completely.

Interestingly, the boundary between the kernel and other security domains in such systems is
often a bit fuzzier now that operating systems can bypass the kernel for, say, high-speed net-
working, or implement non performance critical operating system components as user pro-
cesses. Examples include the File System in User Space (FUSE) in UNIX operating systems
and the User Mode Driver Framework (UMDF) in Windows. Even so, most of the operating
system functionality still forms a single monolithic security domain.

Fig. 11.1(c) shows the extreme breakup in separate processes of all the components that
make up the operating system in a multi-server operating system [1020, 1021]. The configura-
tion is potentially less efficient than the previousmodel, because all the interactions between
different components of the operating system involve Inter-Process Communication (IPC). In
addition, the operating system functions as a distributed system and anyone who has ever
built a distributed system knows how complicated the problems may get. However, the ad-
vantage of a multi-server system is that a compromised driver, say, cannot so easily com-
promise the rest of the system. Also, while from a conceptual perspective, the multi-server
looks like a distributed system, a lot of the complexity of a real distributed system is due to
unreliable communication and this does not exist in multi-server systems. The common view
is that microkernel-based multi-server designs have security and reliability advantages over
monolithic and single-domain designs, but incur somewhat higher overheads—the price of
safety.

Finally, Fig. 11.1(d) shows a situation that, at first glance, resembles that of Fig. 11.1(a): on
top of a minimal kernel that multiplexes the underlying resources, applications run together
with a minimal ‘library operating system’ (libOS [1022, 1023]). The libOS contains code that
is typically part of the operating system, but is directly included with the application. This
configuration allows applications to tailor the operating system exactly according to their
needs and leave out all the functionality they were not going to use anyway. Library operating
systems were first proposed in the 1990s (e.g., in MIT’s Exokernel and Cambridge’s Neme-
sis projects). After spending a few years in relative obscurity, they are becoming popular
again—especially in virtualised environments where they are commonly referred to as Uniker-
nels [1024]. In terms of security, Unikernels are difficult to compare against, say, microkernel-
based multi-server systems. On the one hand, they do not have the extreme separation of
operating system components. On the other, they allow the (library) operating system code
to be much smaller and less complex—it only has to satisfy the needs of this one applica-
tion. Moreover, the library cannot compromise isolation: it is part of this application’s trusted
computing base and no other.

The debate about which design is better goes back to the famous flame war between An-
drew S. Tanenbaum and Linus Torvalds in 1992. By that time, MINIX [1025], a small UNIX-like
operating system developed by Tanenbaum, had been around for half a decade or so, and
was gaining traction as an education operating system around the world—especially since
Bell Labs’ original UNIX was sold as a commercial product with a restrictive license prohibit-
ing users from modifying it. One of MINIX’s users was Torvalds, then a Finnish student who
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Figure 11.1: Extreme design choices for operating systems: (a) single domain (sometimes
used in embedded systems), (b) monolithic OS (Linux, Windows, and many others), (c)
microkernel-based multi-server OS (e.g., Minix-3) and (d) Unikernel / Library OS

announced a new operating system kernel in a post in the comp.os.minix newsgroup on
Usenet. In January 1992, Tanenbaum criticised the design for its lack of portability, and also
took aim at Linux’s monolithic design, claiming Linux was obsolete from the outset. Torvalds
responded with his own criticism of MINIX. This heated exchange contained increasingly so-
phisticated arguments, many of which still stand today, so much so that the question of who
won the debate remains unanswered.

That said, Linux has become wildly popular and few people would consider it obsolete. It is
also clear that ideas from multi-server systems such as MINIX have been incorporated into
existing operating systems and hypervisor-based systems. Interestingly, at the time of writ-
ing even MINIX itself is running in hundreds of millions of Intel processors as a miniature
operating system on a separate microprocessor known as the Management Engine. In ad-
dition, now that the CPUs in modern systems are increasingly elaborate System on a Chips
(SoCs), the hardware itself is starting to look like a distributed system and some researchers
explicitly advocate designing the operating system accordingly, with a focus on message
passing rather than memory sharing for communication [1026].

The situation for virtualised environments, in general, is comparable to that of operating sys-
tems. We have already seen that in one extreme case, the entire virtual machine with the ap-
plication and a stripped-down operating system can form a single domain. A more common
case is to have a hypervisor at the lowest level supporting one or more operating systems
such as Linux orWindows in a virtualmachine. In other words, these hypervisors provide each
of the operating systems with the illusion that they run on dedicated hardware. At the other
end of the spectrum, we find the entire system decomposed into separate, relatively small,
virtual machines. Indeed, some operating systems, such as QubesOS completely integrate
the concepts of virtualisation and operating systems by allowing individual user processes
to be isolated in their own virtual machines. Finally, as we have already seen, Unikernels are
popular in virtualised environments, on top of hypervisors.

Incidentally, one of the drawbacks of virtual machines is that each operating system image
uses storage and adds redundancy, as every system will think that it is the king of the hard-
ware mountain, while in reality it is sharing resources. Moreover, each operating system in a
virtual machine needs separate maintenance: updates, configuration, testing, etc. A popular
alternative is, therefore, to virtualise at the operating system level. In this approach, multiple
environments, known as containers, run on top of a single shared operating system. The con-
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tainers are isolated from each other as much as possible and have their own kernel name
spaces, resource limits, etc., but ultimately share the underlying operating system kernel, and
often binaries and libraries. Compared to virtual machines, containers are more lightweight.
However, if we ignore themanagement aspects for amoment, virtual machines are often per-
ceived as more secure than containers, as they partition resources quite strictly and share
only the hypervisor as a thin layer between the hardware and the software. On the other hand,
some people believe that containers are more secure than virtual machines, because they
are so lightweight that we can break applications into ‘microservices’ with well-defined in-
terfaces in containers. Moreover, having fewer things to keep secure reduces the attack sur-
face overall. Early work on containers (or ‘operating system level virtualisation” is found in
the chroot call that was first added to Version 7 Unix in 1979 [1027]. In 2000, FreeBSD re-
leased Jails [1028], which went much further in operating system virtualisation. Today, we
have many container implementations. A popular one is Docker [1029].

A final class of operating systems explicitly targets small and resource constrained devices
such as those found in the Internet of Things (IoT). While everybody has a different opin-
ion on what IoT means and the devices to consider range from smartphones to smart dust,
there is a common understanding that themost resource constrained devices should be part
of it. For such devices, even stripped down general-purpose operating systems may be too
bulky and operating systems are expected to operate in just a few kilobytes. As an extreme
example, popular IoT operating systems such as RIOT can be less than 10 KB in size and
run on systems ranging from 8-bit microcontrollers to general-purpose 32-bit CPUs, with or
without advanced features such asMemoryManagement Units (MMUs), etc. The abundance
of features and application isolation that we demand from operating systems such as Win-
dows and Linuxmay be absent in these operating systems, but instead there may be support
for functionality such as real-time schedule or low-power networking which are important in
many embedded systems.

Since we are interested in the security guarantees offered by the operating system, wewill as-
sume that there aremultiple security domains. In the next section, wewill elaborate on the ad-
vantages and disadvantages of the different designs from the viewpoint of well-established
security principles. Our focus will be on the security of the design and the way in which we
can stop attacks, but not before observing that there is more to security at this level. In par-
ticular, management and maintainability of the system—with respect to updates, extensions,
configuration, etc.—play an important role.

11.3 OPERATING SYSTEM SECURITY PRINCIPLES AND
MODELS

[1002, c9][1030, c4,c7][8][1031]

Since operating systems (and/or hypervisors) are the foundation upon which rests the secu-
rity of all higher-level components in the system, it is common to hear their designs debated
in terms of security principles such as those of Saltzer and Schroeder (see Table 11.2 ), and
security models such as the Bell-LaPadula [23] and Biba [24] accessmodels—the topic of the
next few subsections.While Saltzer and Schroeder’s security principles are arguably themost
well-known, we should mention that others have since added to the list. For instance, impor-
tant additions that we discuss in this text include the Principle of Minimising the Amount of
Trusted Code (the Trusted Computing Base) and the Principle of Intentional Use [1032].
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Principle of. . .

Economy of mechanism
Fail-safe defaults
Complete mediation
Open design
Separation of privilege
Least privilege / least authority
Least common mechanism
Psychological acceptability

Table 11.2: Saltzer & Schroeder’s security principles [8].

11.3.1 Security principles in operating systems
From a security perspective, the walls between different security domains should be as high
and as thick as possible—perfect isolation. Any interaction between domains should be sub-
ject to rigorous mediation, following the Principle of Complete Mediation, and security do-
mains should have as few mechanisms (especially those involving a shared state such as
global variables) in common as possible, adhering to the Principle of Least CommonMecha-
nism. For instance, given a choice between adding a shared procedure with global variables
to the operating system kernel and making it available in a user-space library that behaves in
an isolated manner for each process, we should choose the latter option, assuming it does
not increase the code size too much or violate any other principles or constraints. Moreover,
mediation should follow the Principle of Fail-Safe Defaults: the policy for deciding whether
domains can access the resources of other domains should be: ‘No, unless’. In other words,
only explicitly authorised domains should have access to a resource. The principles of Least
Common Mechanism and Economy of Mechanism also suggest that we should minimise
the amount of code that should be trusted, the Trusted Computing Base (TCB). Since studies
have shown that even good programmers introduce between 1 and 6 bugs per 1000 lines of
code, assuming the complexity of the code is similar, a small TCB translates to fewer bugs,
a smaller attack surface and a better chance of automatically or manually verifying the cor-
rectness of the TCB with respect to a formal specification.

With respect to the designs in Fig. 11.1, we note that if there is a single domain, the TCB com-
prises all the software in the system, including the applications. All mechanisms are ‘com-
mon’ and there is virtually no concept of fail-safe defaults or rigorously enforced mediation.
For themonolithic OS design, the situation is a little better, as at least the operating system is
shielded from the applications and the applications from each other. However, the operating
system itself is still a single security domain, inheriting the disadvantages of Fig. 11.1(a). The
extreme decomposition of the multi-server operating system is more amenable to enforcing
security: we may enforce mediation between individual operating components in a minimal-
size microkernel with fail-safe defaults. Much of the code that is in the operating system’s
security domain in the other designs, such as driver code, is no longer part of the TCB. Uniker-
nels are an interesting alternative approach: in principle, the operating system code and the
application run in a single domain, but the libOS code is as small as possible (Economy of
Mechanism) and the mechanism common to different applications is minimised. Resource
partitioning can also be mediated completely at the Unikernel level. For a Unikernel applica-
tion, the TCB consists only of the underlying hypervisor/Exokernel and the OS components
it decides to use. Moreover, the library implementing the OS component is only in this appli-
cation’s TCB, as it is not shared by others.
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Another principle, that of Open Design, is perhapsmore controversial. In particular, there have
been endless discussions about open source (which is one way to adhere to the principle)
versus closed source and their merits and demerits with respect to security. The advantage
of an open design is that anybody can study it, increasing the probability of finding bugs in
general and vulnerabilities in particular3. A similar observation was made by Auguste Kerck-
hoffs about crypto systems and is often translated as that one should not rely on securityby obscurity. After all, the obscurity is unlikely to last forever and when the bad people find a
vulnerability before the good people do, you may have a real problem. The counter argument
is that with an open design, the probability of them finding the bug is higher.

In contrast, there is little doubt that a design with a strict decomposition is more in line with
the Principle of Least Privilege and the Principle of Privilege Separation than one where most
of the code runs in a single security domain. Specifically, amonolithic systemhas no true sep-
aration of privileges of the different operating system components and the operating system
always runs with all privileges. In other words, the operating system code responsible for
obtaining the process identifier of the current process runs with the power to modify page
tables, create root accounts, modify any file on disk, read and write arbitrary network packets,
and crash the entire system at any time it sees fit. Multi-server systems are very different and
may restrict what calls individual operating system components canmake, limiting their pow-
ers to just those privileges they need to complete their job, adhering to the Principle Of Least
Authority (POLA) with different components having different privileges (Principle of Privilege
Separation). Unikernels offer a different and interesting possibility for dealing with this prob-
lem. While most of the components run in a single domain (no privilege separation or POLA),
the operating system is stripped down to just the parts needed to run the application, and
the Unikernel itself could run with just the privileges required for this purpose.

Of course, however important security may be, the Principle of Psychological Acceptability
says that in the end the system should still be usable. Given the complexity of operating sys-
tem security, this is not trivial. While security hardened operating systems such as SELinux
and QubesOS offer clear security advantages over many other operating systems, few ordi-
nary users use them and even fewer feel confident to configure the security settings them-
selves.

11.3.2 Security models in operating systems
An important question in operating systems concerns the flow of information: who can read
and write what data? Traditionally, we describe system-wide policies in so-called access con-
trol models.

For instance, the Bell-LaPadula model [23] is a security access model to preserve the con-
fidentiality of information, initially created for the US government. In the 1970s, the US mil-
itary faced a situation where many users with different clearance levels would all be using
the same mainframe computers—requiring a solution known as Multi-Level Security. How
could they ensure that sensitive information would never leak to non-authorised personnel?
If it adheres to the model designed by David Bell and Leonard LaPadula, a system can han-
dle multiple levels of sensitive information (e.g., unclassified, secret, top secret) and multiple
clearance levels (e.g., the clearance to access unclassified and secret, but not top secret data)

3On the other hand, researchers have encountered security bugs that are years or sometimes decades old,
even in security critical open source software such asOpenSSL or the Linux kernel, suggesting that the common
belief that "given enough eyeballs, all bugs are shallow” (also known as Linus’ Law) does not always work
flawlessly.
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and keep control over the flow of sensitive information. Bell-LaPadula is often characterised
as ‘read down, write up’. In other words, a subject with clearance level secret may createsecret or top secret documents, but not unclassified ones, as that would risk leaking secret
information. Likewise, a user can only read documents at their own security level, or below
it. Declassification, or lowering of security levels (e.g., copying data from a top secret to a se-cret document) can only be done explicitly by special, ‘trusted’ subjects. Strict enforcement
of this model prevents the leakage of sensitive information to non-authorised users.

Bell-LaPadula only worries about confidentiality. In contrast, the Bibamodel [24] arranges the
access mode to ensure data integrity. Just like in Bell-LaPadula, objects and subjects have
a number of levels of integrity and the model ensures that subjects at lower levels cannot
modify data at higher levels. This is often characterised as ‘read up, write down’, the exact
opposite of Bell-LaPadula.

Bell-LaPadula and Biba are access control models that the operating system applies when
mediating access to resources such as data in memory or files on disk. Specifically, they are
Mandatory Access Control (MAC) models, where a system-wide policy determines which
users have the clearance level to read or write which specific documents, and users are not
able to make information available to other users without the appropriate clearance level,
no matter how convenient it would be. A less strict access control model is known as Dis-
cretionary Access Control (DAC), where users with access to an object have some say over
who else has access to it. For instance, DAC may restrict access to objects based on a user
or process identity or group membership. More importantly, DAC allows a user or process
with access rights to an object to transfer those rights to other users or processes. Having
only this group-based DAC makes it hard to control the flow of information in the system
in a structured way. However, it is possible to combine DAC and MAC, by giving users and
programs the freedom to transfer access rights to others, within the constraints imposed by
MAC policies.

For completeness, we also mention Role-Based Access Control (RBAC) [1033], which re-
stricts access to objects on the basis of roles which may be based on job functions. While
intuitively simple, RBAC allows one to implement both DAC andMAC access control policies.

11.4 PRIMITIVES FOR ISOLATION AND MEDIATION
[1002, c9][1034, c1-c9],[1031][1030, c4,c7][1035]

In the 1960s, Multics [1036] became the first major operating system designed from the
ground up with security in mind. While it never became very popular, many of its security
innovations can still be found in the most popular operating systems today. Even if some
features were not invented directly by the Multics team, their integration in a single, working,
security-oriented OS design was still novel. Multics offered rings of protection, virtual mem-
ory, segment-based protection, a hierarchical file system with support for Discretionary Ac-
cess Control (DAC) and mandatory access control (MAC). Indeed, in many ways, the manda-
tory access control in Multics, added at the request of the military, is a direct software im-
plementation of the Bell-LaPadula security model. Finally, Multics made sure that its many
small software components were strongly encapsulated, accessible only via their published
interfaces where mediation took place.

If any of this sounds familiar, this is not surprising, as Jerome Saltzer was one of the Mul-
tics team leaders. The Trusted Computer System Evaluation Criteria (TCSEC), better known
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as the famous Orange Book [1031], describes requirements for evaluating the security of a
computer system, and is strongly based on Multics. There is no doubt that Multics was very
advanced and perhaps ahead even of some modern operating systems, but this was also its
downfall—the system became so big and so complex that it arguably violated the Principle
of Psychological Acceptability for at least some of its developers. Frustrated, Ken Thomson
and Dennis Ritchie decided to write a new andmuch simpler operating system. As a pun and
to contrast it with Multics, they called it ‘Unics’, later spelt UNIX. Like all major general pur-
pose operating systems in use today, it relied on a small number of core primitives to isolate
its different security domains.

So what are these major isolation primitives? First, the operating system has to have some
way of authenticating users and security domains so it can decide whether or not they may
access certain resources. To isolate the different security domains, the operating system
also needs support for access control to objects, such as files. In addition, it needs memory
protection to ensure that a security domain cannot simply read data from another domain’s
memory. Finally, it needs a way to distinguish between privileged code and non-privileged
code, so that only the privileged code can configure the desired isolation at the lowest level
and guarantee mediation for all operations.

11.4.1 Authentication and identification
Since authentication is the topic of the Authentication, Authorisation & Accountability (AAA)
Knowledge Area (Chapter 13), we will just observe that to determine access rights, an op-
erating system needs to authenticate its users and that there are many ways to do so. Tra-
ditionally, only usernames and passwords were used for this purpose, but more and more
systems nowadays use other methods (such as smartcards, fingerprints, iris scans, or face
recognition)—either instead of passwords or as an additional factor. Multi-factor authentica-
tionmakes it harder for attackers tomasquerade as a legitimate user, especially if the factors
are of a different nature, e.g., something you know (like a password), something you own (like
a smartcard), and something you ‘are’ (biometric data such as fingerprints).

For every user thus authenticated, the operating system maintains a unique user id. More-
over, it may also keep other information about users such as in which groups they reside
(e.g., student, faculty, and/or administrator). Similarly, most operating systems attach some
identity to each of the processes running on behalf of the user and track the ownership and
access rights of the files they use. For instance, it gives every running process a unique pro-
cess id and also registers the id of the users on whose behalf it runs (and thus the groups in
which the user resides). Finally, it tracks which user owns the executing binary. Note that the
user owning the binary and the user running the binary need not be the same. For instance,
the administrator can create and own a collection of system programs that other users may
execute but not modify.

Incidentally, storing credentials in a secure manner is crucial. Several modern operating sys-
tems resort to hardware to protect such sensitive data. For instance, they may use a Trusted
Platform Module (TPM) to ensure credentials such as disk encryption keys are cryptograph-
ically sealed, or employ a separate VM for the credential store, so that even a compromised
VM will not get direct access to the credentials.
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11.4.2 Access control lists
Given these identities, the operating system is equipped to reason about which user and
which process is allowed to perform which operations on a specific object: access control.

When Robert Daley and Peter Neumann first developed the Multics file system, they intro-
duced an Access Control List (ACL) for every block of data in the system [1036, 1037]. Con-
ceptually, an ACL is a table containing users and data blocks that specifies for each data
block which users have which kind of access rights. Most modern operating systems have
adopted some variant of ACLs, typically for the file system4. Let us look at an example. On
UNIX-based systems [1019], the default access control is very simple. Every file is owned by
a user and a group. Moreover, every user can be in one or more groups. For instance, on a
Linux system, user herbertb is in nine different groups:
herbertb@nordkapp:~$ groups herbertb
herbertb : herbertb adm cdrom sudo dip plugdev lpadmin sambashare cybok
herbertb@nordkapp:~$

Per file, a small number of permission bits indicates the access rights for the owning user,
the owning group, and everyone else. For instance, let us look at the ACL for a file called
myscript on Linux:
herbertb@nordkapp:~/tmp$ getfacl myscript
# file: home/herbertb/tmp/myscript
# owner: herbertb
# group: cybok
user::rwx
group::rwx
other::r-x

We see that myscript is owned by user herbertb and group cybok. The owning user and
all users in group cybok have permissions to read, write, and execute the file, while all other
users can read and execute (but not write) it.

These basic UNIX file permissions are quite simple, but modern systems (such as Linux and
Windows) also allow for more extensive ACLs (e.g., with explicit access rights for multiple
users or groups). Whenever someone attempts to read, write or access a file, the operating
system verifies whether the appropriate access rights are in the ACL. Moreover, the access
control policy in UNIX is typically discretionary, because the owning user is allowed to set
these rights for others. For instance, on the above Linux system, user herbertb can himself
decide to make the file myscript writable by all the users (‘chmod o+w myscript’).
Besides DAC,Multics also implementedMACand, while it took a long time to reach this stage,
this is nowalso true formany of the operating systems that took their inspiration fromMultics
(namely most popular operating systems today). Linux even offers a framework to allow all
sorts of access control solutions to be plugged in, bymeans of so-called ‘referencemonitors’
that vet each attempt to execute a security sensitive operation and, indeed, several MAC
solutions exist. The best known one is probably Security-Enhanced Linux (SELinux [1038]), a
set of Linux patches for security originally developed by the National Security Agency (NSA)
in the US and derived from the Flux Advanced Security Kernel (FLASK) [1039].

SELinux gives users and processes a context of three strings: (username, role,
domain). While the tuple already (correctly) suggests that SELinux also supports RBAC,
there is significant flexibility in what to use and what to avoid. For instance, many deployed
systems use only the domain string for MAC and set username and role to the same
value for all users. Besides processes, resources such as files, network ports, and hardware

4which in most cases also follows the hierarchical design pioneered in Multics.
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resources also have such SELinux contexts associated with them. Given this configuration,
system administrators may define system-wide policies for access control on their systems.
For instance, they may define simply which domains a process have to perform specific op-
erations (read, write, execute, connect) on a resource, but policies may also be much more
complicated, with multiple levels of security and strict enforcement of information flow a la
Bell-LaPadula, Biba, or some custom access-control model.

Mandatory access control in systems such as SELinux revolves around a single system-wide
policy that is set by a central administrator and does not change. They do not allow untrusted
processes to define and update their own information control policy. In contrast, research
operating systems such as Asbestos [1040], HiStar [1041] and Flume [1042] provide exactly
that: distributed information flow control. In other words, any process can create security
labels and classify and declassify data.

11.4.3 Capabilities
So far, we have assumed that access control is implemented by means of an ACL or access
matrix, where all information is kept to decide whether a process P may access a resourceR.
After authenticating the users and/or looking up their roles or clearance levels, the reference
monitor decides whether or not to grant access. However, this is not the only way. A popular
alternative is known as capability and, stemming from 1966, is almost as old.

In 1966, Jack Dennis and Earl Van Horn, researchers at MIT, proposed the use of capabilities
for access control in an operating system [1043]. Unlike ACLs, capabilities do not require a
per-object administration with the exact details of who is allowed to perform what operation.
Instead, the users present a capability that in itself proves that the requested access is per-
mitted. According to Dennis and Van Horn, a capability should have a unique identifier of
the object to which it pertains, as well as the set of access rights provided by the capability.
Most textbooks use the intuitive definition by Henry Levy that a capability is a ‘token, ticket,
or key that gives the possessor permission to access an entity or object in a computer sys-
tem’ [1034]. Possession of the capability grants all the rights specified in it and whenever a
process wants to perform an operation on an object, it should present the appropriate capa-
bility. Conversely, users do not have access to any resources other than the ones for which
they have capabilities.

Moreover, Peter Neumann argues that the access control should be explicit and adhere to the
Principle of Intentional Use [1032], by explicitly authorising only what is really intended, rather
than something that is overly broad or merely expedient. Adherence to the principle helps to
avoid the accidental or unintended use of rights that may lead to security violations in the
form of a ’confused deputy’ (in which a security domain unintentionally exercises a privilege
that it holds legitimately, on behalf of another domain that does not and should not).

Of course, it should be impossible to forge capabilities, lest users give themselves arbitrary
access to any object they want. Thus, an operating system should either store the capability
in a safe place (for instance, the kernel), or protect it from forgery using dedicated hardware
or software-based encryption. For instance, in the former case, the operating system may
store a process’ capabilities in a table in protectedmemory, and whenever the process wants
to perform an operation on a file, say, it will provide a reference to the capability (e.g., a file
descriptor) and never touch the capability directly. In the latter case, the capability may be
handled by the process itself, but any attempt to modify it in an inappropriate manner will be
detected [1044].
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Capabilities are very flexible and allow for convenient delegation policies. For instance, given
full ownership of a capability, a process may pass it on to another process, to give that pro-
cess either the same access rights, or, alternatively, a subset of those rights. Thus, discre-
tionary access control is easy. On the other hand, in some situations, it may not be desir-
able to have capabilities copied and spread arbitrarily. For this reason, most capability-based
systems add a few bits to the capabilities to indicate such restrictions: whether copying is
permitted, whether the capability’s lifetime should be limited to a procedure invocation, etc.

Comparing ACLs and capabilities, we further observe that ACLs are typically based on users
(‘the user with id x is allowed to read and write’), while capabilities can be extremely fine-
grained. For instance, we may use different capabilities for sending and receiving data. Fol-
lowing the Principle of Least Authority, running every process with the full power of the user,
compared to running a process with just the power of the capabilities it acquires, is less se-
cure. Running with the authority of the user who started the program, as is often the case in
modern operating systems, is known as a form of ambient authority and much more likely
to violate the Principle of Least Authority than fine-grained capabilities that equip a process
only with the privileges it needs. Moreover, capabilities do not even allow a process to name
an object unless it has the appropriate capability, while ACLs should permit the naming of
any object by everyone, as the access check only occurs when the process attempts the op-
eration. Finally, ACLs may become very large with growing numbers of users, access rights,
and objects.

On the other hand, revoking a particular access right for a particular user in an ACL is easy:
just remove a permission in the appropriate table entry. With capabilities, the process ismore
involved. After all, we may not even know which users/processes have the capability. Adding
a level of indirection may help somewhat. For instance, we could make the capabilities point
to an indirect object, which in turn points to the real object. To invalidate the capability (for all
users/processes) the operating system could then invalidate that indirect object. But what to
do if we only want to revoke the capability in a subset of processes?While there are solutions,
revocation of capabilities remains the most difficult part.

Since the 1960s, many capability-based systems have appeared—initially all supported in
hardware [1034] and typically more rigid than the more general capabilities discussed so
far. The first was the MIT PDP-1 Timesharing System [1045], followed shortly after by the
ChicagoMagic Number Machine at the University of Chicago [1046], a very ambitious project
with hardware-supported capabilities, which, as is not uncommon for ambitious projects, was
never completed. However, it did have a great impact on subsequent work, asMauriceWilkes
of the University of Cambridge learned about capabilities during several visits to Chicago and
wrote about it in his book on time-sharing systems. Back in the UK, this book was picked up
by an engineer at Plessey which built the fully functional Plessey System 250 (with explicit
hardware support for capability-based addressing). Maurice Wilkes himself went on to build
the Cambridge CAP computer together with Roger Needham and David Wheeler [1047]. CAP
was the first computer to demonstrate the use of secure capabilities. This machine ensured
that a process could only access a memory segment or other hardware if it possessed the
required capabilities. Another noteworthy capability-based system of that time was CMU’s
Hydra [1048]—which added explicit support for restricting the use of capabilities or opera-
tions on objects (allowing one to specify, for instance, that capabilities must not survive a
procedure invocation). Finally, in the 1980s, the Amoeba distributed operating systems ex-
plored the use of cryptographically protected capabilities that could be stored and handled
by user processes [1044].

KA Operating Systems and Virtualisation | October 2019 Page 373

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

Nowadays, many major operating systems also have at least some support for capabilities.
For instance, the L4 microkernel, which is present in many mobile devices today, embraced
capability-based security in the version byGernotHeiser’s group atNICTA in 20085. A formally
verified kernel called seL4 [1049] from the same group similarly relies on capabilities for ac-
cess control to resources. In 1997, Linux adopted very limited capability support (sometimes
referred to as ‘POSIX capabilities’), but this was different from the capabilities defined by Den-
nis and Van Horn (with less support for copying and transferring capabilities). For instance,
Linux capabilities refer only to operations, not objects. Recognising that UNIX file descriptors
and Windows handles are almost capabilities already,an interesting effort to merge capabili-
ties and UNIX APIs is the Capsicum project [1050] by the University of Cambridge and Google,
where the capabilities are extensions of UNIX file descriptors. FreeBSD adopted Capsicum
in version 9.0 in 2012. An outgrowth of Capsicum is Capability Hardware Enhanced RISC
Instructions (CHERI), a hardware-software project that transposes the Capsicum capability
model into the CPU architecture.

11.4.4 Physical access and secure deletion
It is important to observe that access restrictions at the level of the operating system do not
necessarily translate to the same restrictions at the physical level. For instance, the operat-
ing system may ‘delete’ a file simply by removing the corresponding metadata that makes it
appear as a file (e.g., when listing the directory), without really removing the content of the
file on disk. Thus, an attacker that reads raw disk blocks with no regard for the file system
may still be able to access the data.

It turns out that securely deleting data on disk is not trivial. Naive deletion, for instance, by
overwriting the original content with zeros, is not always sufficient. For instance, on some
magnetic disks, data on the disk’s tracks leaves (magnetic) traces in areas close to the tracks
and a clever attack with sufficient time and resources may use these to recover the content.
Moreover, the operating system may have made copies of the file that are not immediately
visible to the user, for instance, as a backup or in a cache. All these copies need to be se-
curely deleted. The situation for Solid State Drives (SSDs) is no better, as SSDs have their
own firmware that decides what to (over)write and when, beyond the control of the OS. For
most operating systems, truly secure deletion, in general, is beyond the operating system’s
capabilities and we will not discuss it further in this knowledge area, except to say that full
disk encryption, a common feature of modern operating systems, helps a lot to prevent file
recovery after deletion.

11.4.5 Memory protection and address spaces
Access control is only meaningful if security domains are otherwise isolated from each other.
For this, we need separation of the security domains’ data according to access rights and a
privileged entity that is able to grant or revoke such access rights. Wewill look at the isolation
first and talk about the privileges later, when we introduce protection rings.

A process should not normally be able to read another process’ data without going through
the appropriate access control check. Multics and nearly all of the operating systems that
followed (such as UNIX and Windows) isolate information in processes by giving each pro-
cess (a) its own processor state (registers, program counter etc.) and (b) its own subset of
memory. Whenever the operating system decides to execute process P2 at the expense of

5Other L4 variants, such as the L4 Fiasco kernel from Dresden, also supported capabilities.
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Figure 11.2: Address translation in modern processors. The MMU ‘walks’ the page tables to
find the physical address of the page. Only if a page is ‘mapped’ on a process’ page tables can
the process address it, assuming it is present and the process has the appropriate access
rights. Specifically, a user process cannot access the page for which the supervisor (S) bit is
set in the page table entry.

the currently running process P1 (a so-called context switch), it first stops P1 and saves all
of its processor state in memory in an area inaccessible to other processes. Next, it loads
P2’s processor states from memory into the CPU, adjusts the bookkeeping that determines
which parts of the physical memory are accessible, and starts executing P2 at the address
indicated by the program counter that it just loaded as part of the processor state. Since user
processes cannot directly manipulate the bookkeeping themselves, P2 cannot access any
of P1’s data in a non-mediated form.

Most modern operating systems keep track of the memory bookkeeping by means of pagetables, as illustrated in Fig. 11.2. For each process, they maintain a set of page tables (often
containing multiple levels organised as a directed acyclic graph6), and store a pointer to the
top level page table in a register that is part of the processor state and that must be saved
and restored on a context switch.

The main use for the page table structure is to give every process its own virtual address
space, ranging fromaddress 0 to somemaximumaddress (e.g., 248), even though the amount
of physicalmemorymay bemuch less [1051, 1052, 1053]. Since twoprocessesmay both store
data at address 0x10000, say, but should not be allowed to access each others’ data, there
has to be amapping from the virtual addresses each process uses to the physical addresses
used by the hardware. It is like a game of basketball, where each side may have a player with
the number 23, but that number is mapped onto a different physical player for each team.

This is where the page tables comes in. We divide each of the virtual address spaces into
fixed size pages and use the page table structure to map the address of the first byte of a
virtual page onto a physical address. The processor often uses multiple levels of translation.

6While it is often helpful to think of page table structures as trees, different branches may point to the same
leave nodes.
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In the example in Fig. 11.2, it uses the first nine bits of the virtual address as an index in the
top level page table (indicated by a control register that is part of the processor state) to find
an entry containing the physical address of the next level page table, which is indexed by the
next nine bits, and so on, until we reach the last level page table, which contains the physical
address of the physical page that contains the virtual address. The last 12 bits of the virtual
address are simply the offset in this page and point to the data.

Paging allows the (total) size of the virtual address spaces of the processes to be much
larger than the physical memory available in the system. First, a process typically does not
use all of its possibly gigantic address space and only virtual pages that are in actual use
need backing by physical pages. Second, if a process needs more memory to store some
data and no physical pages are free at that moment (for instance, because they are already
in use by other processes, or they are backing some other virtual pages of this process), the
operating system may swap the content of these pages to disk and then re-use the physical
page to store the new data.

A key consequence of this organisation is that a process can only access data in memory
if there is a mapping for it in its page tables. Whether this is the case, is controlled by the
operating system, which is, therefore, able to decide exactly what memory should be private
and what memory should be shared and with whom. The protection itself is enforced by
specialised hardware known as the memory management unit (MMU7). If the mapping of
virtual to physical for a specific address is not in the small but very fast cache known as the
Transaction Lookaside Buffer (TLB), the MMU will look for it by walking the page tables and
then triggering an interrupt if the page containing the address is not mapped.

The MMUwill also trigger interrupts if the page is currently not in memory (swapped to disk),
or, more relevant to security, if the user does not have the required privilege to access this
memory. Specifically, the last 12 bits of the Page Table Entry (PTE) contain a set of flags and
one of these flags, the S bit in Fig. 11.2, indicates whether this is a page for supervisor code
(say, the operating system running at the highest privilege) or for ordinary user processes.
We will have more to say about privileges later.

Page tables are the main way modern operating systems control access to memory. How-
ever, some (mostly older) operating systems additionally use another trick: segmentation.
Not surprisingly, one of the earliest operating systems using both segmentation and paging
was Multics [1036, 1053]. Unlike pages, segments have an arbitrary length and start at an
arbitrary address. However, both depend on hardware support: an MMU. For instance, pro-
cessors such as Intel’s 32 bits x86 have a set of dedicated registers known as segment se-
lectors: one for code, one for data, etc. Each segment has specific permissions, such as read,
write, or execute. Given a virtual address, the MMU uses the current value in the correspond-
ing segment selector as an index in a so-called descriptor table. The entry in the descriptor
table contains the start address and length of the segment, as well as protection bits to pre-
vent code without the required privilege level to access it. In case there is only segmentation
and no paging, the resulting address is the original virtual address added to the start of the
segment and that will be the physical address, and we are done. However, both the GE-645
mainframe computer used for Multics and the more modern x86-32 allow one to combine
segmentation and paging. In that case, the virtual address is first translated into a so-calledlinear address using the segment descriptor table and that linear address is then translated
into a physical address using the page table structure.

7As we shall see later, not all processors have a full-fledged MMU but rather a simpler memory protection
unit.
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This is as complicated as it sounds; none of the popular modern operating systems still use
segmentation. The best known examples of operating systems using segmentation were
OS/2 (an ill-fated collaboration between Microsoft and IBM that started in the mid-1980s
and that never caught on) and IBM’s AS/400 (also launched in the 1980s8 and still running
happily today on a mainframe near you). The Xen hypervisor also used segmentation on 32
bit x86, but on 64 bit systems thiswas no longer possible. In fact, the 64-bit version of the Intel
x86 no longer even supports full segmentation, although some vestiges of its functionality
remain. On the other hand, complicated multi-level address translation is still quite common
in virtualised environments. Here, the hypervisor tries to give virtual machines the illusion
that they are running all by themselves on real hardware, so the MMU translates a virtual
address first to what is known as a guest physical address (using page tables). However, this
is not a real physical address yet, as many virtual machinesmay have the same idea of using,
say, physical address 0x10000. So, instead, the MMU uses a second translation stage (using
what Intel refers to as extended page tables, maintained by the hypervisor) to translate the
guest physical address to a host physical address (‘machine address’).

11.4.6 Modern hardware extensions for memory protection
Also, while segmentation is mostly dead, there are many other forms of hardware support
for memory protection beyond paging. For instance, many machines have had support for
buffer bounds checking and some date back a quarter of a century or more. To illustrate
the corresponding primitives, however, we will look at what is available in modern general
purpose processors, focusing mostly on the Intel x86 family. The point here is not whether
we think this processor is more important or even that feature X or Y will be very important
in the future (which is debatable and hard to predict), but rather to illustrate that this is still a
very active area for hardware development today.

As a first example, consider the somewhat ill-fated Intel Memory Protection Extensions
(MPX) that enhance Intel’s workhorse processors with functionality to ensure that array point-
ers cannot stray beyond the array boundaries (stopping vulnerabilities such as buffer over-
flows from being exploited). For this purpose, a small set of new registers can store the lower
and upper bounds of a small number of arrays, while prior to de-referencing the pointer, new
MPX instructions check the value of the array pointer for boundary violations. Even in sys-
tems that use MPX only in userspace, the operating system plays a role, for instance, to han-
dle the exception that the hardware throws when it encounters a buffer boundary violation.
MPX was heavily criticised for having too few of these bounds registers, leading to much
performance overhead. In addition, MPX does not support multi-threading, which may result
in data races in legacy code. One might say that MPX is a good example of an attempt by a
hardware vendor to add new features for memory safety to their CPUs that is unfortunately
not always successful.

More recently, Intel added Memory Protection Keys (MPKs) to its processors9. Intel MPK al-
lows one to set four previously unused bits in the PTE (Fig. 11.2) to one of 16 ‘key’ values.
In addition, it adds a new 32-bit register containing 2 bits for each key to indicate whether
reading and writing is allowed for pages tagged with that key. MPK allows developers to par-
tition the memory in a small number (in this case 16) protection domain and, for instance,
allow only a specific crypto library to access cryptographic keys. While unprivileged user pro-

8Or even the 1970s, if you want to count the System/38.
9Again, Intel was actually late to the party, as similar features existed in a variety of processors since the

1960s.
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cesses may update the value of the register, only privileged operating system code can tag
the memory pages with keys.

Some processor designs support even more advanced memory protection in the form of
what, using ARM terminology, we will refer to as memory tagging extensions (MTE10)[1055].
The idea is simple yet powerful. The processor assigns every aligned chunk of memory
(where a chunk is, say, 16 bytes) a so-called "tag" in hardware. Similarly, every pointer also ob-
tains a tag. Tags are generally not very large, say 4 bits, so they can be stored in the top-most
byte of the 64-bit pointer value which we do not really use anyway (in fact, ARM supports a
top-byte-ignore feature that makes the hardware explicitly mask out the top most byte).
Whenever the program allocates N bytes of memory, the allocator rounds up the allocation
to multiples of 16 bytes and assigns a random tag to it. It also assigns the same tag to the
pointer to the memory. From now on, dereferencing the pointer is only permitted if the tag in
the pointer matches that of the memory to which it refers—effectively stopping most spatial
and temporal memory errors.

Meanwhile, someprocessors, especially in low-power devices, do not even have a full-fledged
MMU at all. Instead, they have a much simpler Memory Protection Unit (MPU) which serves
only to protect memory, in a way that resembles the MPK functionality discussed above. In
MPU designs, the operating systems define a number of memory regions with specific mem-
ory access permissions and memory attributes. For instance, the MPU on ARMv8-M proces-
sors supports up to 16 regions. Meanwhile, the MPU monitors all the processor’s memory
accesses (including instruction fetches and data accesses) and triggers an exception on
detecting an access violation.

Note that in the above, we have assumed that the operating system needs protection from
untrusted user applications. A special situation arises when the operating itself is not trusted.
Perhaps you are running a security-sensitive application on a compromisedoperating system,
or in the cloud, where you are not sure youwant to trust the cloud provider. In the general case,
you may want to protect your data and applications without trusting any other software. For
this purpose, processors may offer hardware support for running extremely sensitive code
in a secure, isolated environment, known as a trusted execution environment in ARM’s ‘Trust-
Zone’ or an enclave in Intel’s Software Guard Extension (SGX). They offer slightly different
primitives. For instance, the code running in an SGX enclave is intended to be a part of a
normal user process. The memory it uses is always encrypted as soon as it leaves the pro-
cessor. Moreover, SGX offers hardware support to perform attestation, so that a (possibly
remote) party can verify that the code is running in an enclave and that it is the right code.
ARM TrustZone, on the other hand, isolates the ‘normal world’ that runs the normal operat-
ing system and user applications, from a ‘secure world’ that typically runs its own, smaller
operating system as a well as a small number of security sensitive applications. Code in
the normal world can call code in the secure world in a way that resembles the way appli-
cations call into an operating system. One interesting application of special environments
such as ARM TrustZone (or Intel’s SMM mode, discussed later) is to use it for runtime mon-
itoring of the integrity of a regular operating system—hopefully detecting whatever stealthy
malware or rootkit compromised it before it can do some serious damage. Although aspects
of these trusted environments clearly overlap with operating system security, we consider
them mostly beyond the scope of this knowledge area. We should also note that in recent
years, the security offered by hardware trusted execution environments has been repeatedly
pierced by a variety of side channels [1012, 1013, 1056] that leak information from supposedly

10A similar feature on SPARC processors is known as Application Data Integrity (ADI)[1054]
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secure world.

Switching gears again, it may be the case that the operating system is fine, but the hardware
is not. Malicious or faulty hardware may use the system’s Direct Memory Access (DMA) to
read or overwrite sensitive data in memory that should be inaccessible to them. Moreover,
with some standards (such as Thunderbolt over USB-C), a computer’s PCIe links may be
directly exposed to devices that a user plugs into a computer. Unfortunately for the user, it
is hard to be sure that what looks like, say, a display cable or power adapter, does not also
contain some malicious circuitry designed to compromise the computer [1057]. As a partial
remedy, most architectures nowadays come with a special MMU for data transferred to and
from devices. This hardware, called an IOMMU, serves to map device virtual addresses to
physical addresses, mimicking exactly the page-based protection illustrated in Fig. 11.2, but
now for DMA devices. In other words, devices may access a virtual memory address, which
the IOMMU translates to an actual physical address, checks for permissions and stops if the
page is notmapped in for the device, or the protection bits do notmatch the requested access.
While doing so provides some measure of protection against malicious devices (or indeed
drivers), it is important to realise that the IOMMU was designed to facilitate virtualisation
and really should not be seen as a proper security solution. There are many things that may
go wrong [1058]. For instance, perhaps the administrator wants to revoke a device’s access
rights to a memory page. Since updating the IOMMU page tables is a slow operation, it is not
uncommon for operating systems to delay this operation and batch it with other operations.
The result is that theremay be a small windowof time duringwhich the device still has access
to the memory page even though it appears that these rights have already been revoked.

Finally, we can observe that the increasing number of transistors per surface area enables
a CPU vendor to place more and more hardware extensions onto their chips, and the ones
discussed above are by no means the only security-related ones in modern processors. Ad-
ditional examples include cryptographic units, memory encryption, instructions to switch ex-
tended page tables efficiently, and pointer authentication (where the hardware detects mod-
ification of pointer values). There is no doubt that more features will emerge in future gener-
ations and operating systems will have to adapt in order to use them in a meaningful way. A
broader view of these issues is found in the Hardware Security Knowledge Area (Chapter 18).

11.4.7 Protection rings
Among the most revolutionary ideas introduced by Multics was the notion of protectionrings—a hierarchical layering of privilege where the inner ring (ring 0) is the most privileged
and the outer ring is the least privileged [1036]. Accordingly, untrusted user processes exe-
cute in the outer ring, while the trusted and privileged kernel that interacts directly with the
hardware executes in ring 0, and the other rings could be used for more or less privileged
system processes.

Protection rings typically assume hardware support, something most general purpose pro-
cessors offer today, although the number of rings may differ. For instance, the Honeywell
6180 supported as many as eight rings, Intel’s x86 four, ARM v7 three (plus an extra one for
TrustZone) and PowerPC two. However, as we shall see, the story becomes slightly confus-
ing, because some modern processors have also introduced more and different processor
modes. For now, we simply observe that most regular operating systems use only two rings:
one for the operating system and one for the user processes.

Whenever less privileged code needs a function that requiresmore privileges, it ‘calls into’ the

KA Operating Systems and Virtualisation | October 2019 Page 379

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

lower ring to request the execution of this function as a service. Thus, only trusted, privileged
code may execute the most sensitive instructions or manipulate the most sensitive data.
Unless a process with fewer privileges tricks more privileged code into doing something that
it should not be doing (as a confused deputy), the rings provide powerful protection. The
original idea inMulticswas that transitioning between ringswould occur via special call gates
that enforce strict control andmediation. For instance, the code in the outer ring cannotmake
a call to just any instruction in the inner ring, but only to predefined entry points where the
call is first vetted to see if it and its arguments do not violate any security policy.

While processors such as the x86 still support call gates, few operating systems use them, as
they are relatively slow. Instead, user processes transition into the operating system kernel (a
‘system call’) by executing a software interrupt (a ‘trap’) which the operating system handles,
ormore commonly, bymeans of a special, highly efficient systemcall instruction (with names
such as SYSCALL, SYSENTER, SVC, SCALL etc., depending on the architecture). Many operat-
ing systems place the arguments to the system call in a predefined set of registers. Like the
call gates, the traps and system call instructions also ensure that the execution continues at
a predefined address in the operating system, where the code inspects the arguments and
then calls the appropriate system call function.

Besides the user process calling into the operating system, most operating systems also al-
low the kernel to call into the user process. For instance, UNIX-based systems support signals
which the operating system uses to notify the user program about ‘something interesting’: an
error, an expired timer, an interrupt, a message from another process etc. If the user process
registered a handler for the signal, the operating system will stop the current execution of
the process, storing all its processor states on the process’ stack in a so-called signal frame,
and continue execution at the signal handler. When the signal handler returns, the process
executes a sigreturn system call that makes the operating system take over, restore the
processor state that is on the stack and continue executing the process.

The boundary between security domains, such as the operating systemkernel and user space
processes is a good place to check both the system calls themselves and their arguments
for security violations. For instance, in capability-based operating systems, the kernel will
validate the capabilities [1049], and in operating systems such as MINIX 3 [1021], specific
processes are only allowed to make specific calls, so that any attempt to make a call that
is not on the pre-approved list is marked as a violation. Likewise, Windows and UNIX-based
operating systems have to check the arguments ofmany system calls. Consider, for instance,
the common read and write system calls, by which a user requests the reading of data
from a file or socket into a buffer, or the writing of data from a buffer into a file or socket,
respectively. Before doing so, the operating system should check if thememory to write from
or read into is actually owned by the process.

After executing the system call, the operating system returns control to the process. Here
also, the operating system must take care not to return results that jeopordise the system’s
security. For instance, if a process uses the mmap system call to request the operating sys-
tem to map more memory into its address space, the operating system should ensure that
the memory pages it returns no longer contain sensitive data from another process (e.g., by
initialising every byte to zero first [1059]).

Zero intialisation problems can be very subtle. For instance, compilers often introduce
padding bytes for alignment purposes in data structures. Since these padding bytes are not
visible at the programming language level at all, the compiler may see no reason to zero ini-
tialise them. However, a security violation occurs when the operating system returns such
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a data structure in response to a system call and the unitialised padding contains sensitive
data from the kernel or another process.

Incidentally, even the signalling subsystem in UNIX systems that we mentioned earlier is an
interesting case for security. Recall that the sigreturn takes whatever processor state is
on the stack and restores that. Now assume that attackers are able to corrupt the stack of
the process and store a fake signal frame on the stack. If the attackers are then also able to
trigger a sigreturn, they can set the entire processor state (with all the register values) in
one fell swoop. Doing so provides a powerful primitive in the hands of a skilled attacker and
is known as Sigreturn-Oriented Programming (SROP) [1060].

11.4.8 One ring to rule them all. And another. And another.
As also mentioned earlier, the situation regarding the protection rings is slightly more con-
fusing these days, as recent CPUs offer virtualisation instructions for a hypervisor, allowing
them to control the hardware accesses at ring 0. To do so, they have added what, at first
sight, looks like an extra ring at the bottom. Since on x86 processors, the term ‘ring 0’ has be-
come synomymouswith ‘operating system kernel’ (and ‘ring ” with ‘user processes’), this new
hypervisor ring is commonly referred to as ‘ring –1’. It also indicates that operating systems
in their respective virtual machines can keep executing ring 0 instructions natively. However,
strictly speaking, it serves a very different purpose from the original rings, andwhile the name
ring –1 has stuck, it is perhaps a bit of a misnomer.

For the sake of completeness, we should mention that things may get even more complex,
as some modern processors still have other modes. For instance, x86 offers what is known
as System Management Mode (SMM). When a system boots, the firmware is in control of
the hardware and prepares the system for the operating system to take over. However, when
SMM is enabled, the firmware regains control when a specific interrupt is sent to the CPU. For
instance, the firmware can indicate that it wants to receive an interrupt whenever the power
button is pressed. In that case, the regular execution stops, and the firmware takes over. It
may, for instance, save the processor state, do whatever it needs to do and then resume the
operating system for an orderly shutdown. In a way, SMM is sometimes seen as a level lower
than the other rings (ring –2).
Finally, Intel even added a ring –3 in the form of the Intel Management Engine (ME). ME is a
completely autonomous system that is now in almost all of Intel’s chipsets; it runs a secret
and completely independent firmware on a separate microprocessor and is always active:
during the booting process, while the machine is running, while it is asleep, and even when it
is powered off. As long as the computer is connected to power, it is possible to communicate
with theME over the network and, say, install updates. While very powerful, its functionality is
largely unknown except that it runs its own small operating system11 which researcher found
contained vulnerabilities. The additional processors that accompany the main CPU (be it the
ME or related ones such as Apple’s T2 and Google’s Titan chips) raise an interesting point:
is the operating system running on the main CPU even capable of meeting today’s security
requirements? At least, the trend appears to augment it with special-purpose systems (hard-
ware and software) for security.

11Version 11 of the ME, at the time of writing, is based on MINIX-3.
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11.4.9 Low-end devices and the IoT
Many of the features described above are found, oneway or another, inmost general-purpose
processor architectures. However, this is not necessarily true in the IoT, or embedded sys-
tems in general, and tailored operating systems are commonly used [1061]. Simple microcon-
trollers typically have no MMUs, and sometimes not even MPUs, protection rings, or any of
the advanced features we rely on in common operating systems. The systems are generally
small (reducing attack surface) and the applications trusted (and possibly verified). Never-
theless, the embedded nature of the devicesmakes it hard to check or even test their security
and, wherever they play a role in security sensitive activities, security by means of isolation/-
containment and mediation should be enforced externally, by the environment. Wider IoT
issues are addressed in the Cyber-Physical Systems Security Knowledge Area (Chapter 19).

11.5 OPERATING SYSTEM HARDENING
[1016, 1030, 1062, 1063]

The best way to secure operating systems and virtual machines is to have no vulnerabilities
at all: security by design. For instance, we can use formal verification to ensure that certain
classes of bugs cannot be present in the software or hardware, and that the system is func-
tionally correct [1049]. Scaling the verification to very large systems is still challenging, but
the field is advancing rapidly and we have now reached the stage that important components
such as amicrokernel, file systems and compilers have been verified against a formal specifi-
cation. Moreover, it is not necessary to verify all the components of a system: guaranteeting
isolation simply requires a verified microkernel/hypervisor and a few more verified compo-
nents. Verification of other components may be desirable, but is not essential for isolation.
Of course, the verification itself is only as good as the underlying specification. If you get that
wrong, it does not matter if you have verified it, you may still be vulnerable.

Despite our best efforts, however, we have not been able to eradicate all security bugs from
large, real-world systems. To guard themselves against the types of attacks described in the
threats model, modern operating systems employ a variety of solutions to complement the
above isolation and mediation primitives. We distinguish between five different classes of
protection: information hiding, control flow restrictions, partitioning, code and data integrity
checks, and anomaly detection.

11.5.1 Information hiding
One of the main lines of defense in most current operating systems consists of hiding what-
ever the attackers may be interested in. Specifically, by randomising the location of all rel-
evant memory areas (in code, heap, global data and stack), attackers will not know where
to divert the control flow, nor will they be able to spot which addresses contain sensitive
data, etc. The term Address Space Layout Randomization (ASLR) was coined around the
release of the PaX security patch, which implemented this randomisation for the Linux ker-
nel in 2001 [1064]—see also the discussion in the Software Security Knowledge Area (Sec-
tion 14.4.2). Soon, similar efforts appeared in other operating systems and the first main-
stream operating systems to have ASLR enabled by default were OpenBSD in 2003 and Linux
in 2005. Windows and MacOS followed in 2007. However, these early implementations only
randomised the address space in user programs and randomisation did not reach the kernel
of major operating systems, under the name of Kernel ASLR (KASLR), until approximately a
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decade after it was enabled by default in user programs.

The idea of KASLR is simple, but there are many non-trivial design decisions to make. For
instance, how random is random? In particular, what portion of the address dowe randomise?
Say your Linux kernel has an address range of 1GB (=230) for the code, and the code should
be aligned to 2MB (=221) boundaries. The number of bits available for randomisation (theentropy) is 30 − 21 = 9 bits. In other words, we need at most 512 guesses to find the kernel
code. If attackers find a vulnerability to divert the kernel’s control flow to a guessed address
from a userspace program and each wrong guess leads to a system crash, it would suffice
to have userspace access to a few hundred machines to get it right at least once with high
probability (although many machines will crash in the process).

Another important decision is what to randomise. Most implementations today employ
coarse-grained randomisation: they randomise the base location of the code, heap or stack,
but within each of these areas, each element is at a fixed offset from the base. This is simple
and very fast. However, once attackers manage to get hold of even a single code pointer via
an information leak, they know the addresses for every instruction. The same is true,mutatismutandis, for the heap, stack etc. It is no surprise that these information leaks are highly
valued targets for attackers today.

Finer-grained randomisation is also possible. For instance, it is possible to randomise at the
page level or the function level. If we shuffle the order of functions in a memory area, even
knowing the base of the kernel code is not sufficient for an attacker. Indeed, we can go more
fine-grained still, and shuffle basic blocks, instructions (possibly with junk instructions that
never execute or have no effect) or even the register allocations. Many fine-grained randomi-
sation techniques comeat the cost of space and time overheads, for instance, due to reduced
locality and fragmentation.

Besides the code, fine-grained randomisation is also possible for data. For instance, research
has shown that heap allocations, globals and even variables on the stack can be scattered
around memory. Of course, doing so will incur a cost in terms of performance and memory.

Considering KASLR, and especially coarse-grained KASLR, as our first line of defense against
memory error exploits would not be far off the mark. Unfortunately, it is also a very weak de-
fense. Numerous publications have shown that KASLR can be broken fairly easily, by leaking
data and/or code pointers from memory, side channels, etc.

11.5.2 Control-flow restrictions
An orthogonal line of defense is to regulate the operating system’s control flow. By ensuring
that attackers cannot divert control to code of their choosing, we make it much harder to ex-
ploit memory errors, even if we do not remove them. The best example is known as Control-
Flow Integrity (CFI) [1063], which is now supported by many compiler toolchains (such as
LLVM andMicrosoft’s Visual Studio) and incorporated in theWindows kernel under the name
of Control Flow Guard as of 2017 — see also the Software Security Knowledge Area (Chap-
ter 14).

Conceptually, CFI is really simple: we ensure that the control flow in the code always follows
the static control flow graph. For instance, a function’s return instruction should only be al-
lowed to return to its callsite, and an indirect call using a function pointer in C, or a virtual
function in C++, should only be able to target the entry point of the legitimate functions that
it should be able to call. To implement this protection, we can label all the legitimate targets
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for an indirect control transfer instruction (returns, indirect calls and indirect jumps) and add
these labels to a set that is specific for this instruction. At runtime, we check whether the
control transfer the instruction is about to make is to a target that is in the set. If not, CFI
raises an alarm and/or crashes the program.

Like ASLR, CFI comes inmany flavours, from coarse-grained to fine-grained, and fromcontext
sensitive to context insensitive. And just like in ASLR, most implementations today employ
only the simplest, most coarse-grained protection. Coarse-grained CFI means relaxing the
rules a little, in the interest of performance. For instance, rather than restricting a function’s
return instruction to target-only legitimate call sites that could have called this function, it
may target any call site. While less secure than fine-grained CFI [1065], it still restricts the
attackers’ wiggle room tremendously, and has a much faster runtime check.

On modern machines, some forms of CFI are (or will be) even supported by hardware. For
instance, Intel Control-Flow Enforcement Technology (CET) supports shadow stacks and in-
direct branch tracking to help enforce the integrity of returns and forward-edge control trans-
fers (in a very coarse-grained way), respectively. Not to be outdone, ARM provides pointer
authentication to prevent illegitimate modification of pointer values—essentially by using the
upper bits of a pointer to store a Pointer Authentication Code (PAC), which functions like a
cryptographic signature on the pointer value (and unless you get the PAC right, your pointer
is not valid).

Unfortunately, CFI only helps against attacks that change the control flow—by corrupting con-
trol data such as return addresses, function pointers and jump targets—but is powerless
against non-control data attacks. For instance, it cannot stop a memory corruption that over-
writes the privilege level of the current process and sets it to ‘root’ (e.g., by setting the effective
user id to that of the root user). However, if restrictions on the control flow are such a success
in practice, you may wonder if similar restrictions are also possible on data flow. Indeed they
are, which is called Data-Flow Integrity (DFI) [1066]. In DFI, we determine statically for each
load instruction (i.e., an instruction that reads from memory) which store instructions may
legitimately have produced the data, and we label these instructions and save these labels
in a set. At runtime we remember, for each byte in memory, the label of the last store to that
location. When we encounter a load instruction, we check if the last store to that address
is in the set of legitimate stores, and if not, we raise an alarm. Unlike CFI, DFI has not been
widely adopted in practice, presumably because of the significant performance overheads.

11.5.3 Partitioning.
Besides the structural decomposition of a system in different security domains (e.g, into
processes and the kernel) protected by isolation primitives with or without hardware support,
there are many additional techniques that operating systems employ to make it harder for
attackers to compromise the TCB. In this section, we discuss the most prominent ones.

W⊕X memory. To prevent code injection attacks, whereby the attackers transfer control to
a sequence of instructions they have stored in memory areas that are not meant to contain
code such as the stack or the heap, operating systems today draw a hard line between code
and data [1062]. Every page of memory is either executable (code pages) or writable, but not
both at the same time. The policy, frequently referred to asW⊕X (‘write xor execute’), prevents
the execution of instructions in the data area, but also the modification of existing code. In
the absence of code injection, attackers interested in diverting the control flow of the pro-
gram are forced to reuse code that is already present. Similar mechanisms are used to make
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sensitive data in the kernel (such as the system call table, the interrupt vector table, etc.)
read-only after initialisation. All major operating systems support this mechanism, typically
relying on hardware support (the NX bit in modern processors12)—even if the details differ
slightly, and the name may vary from operating system to operating system. For instance,
Microsoft refers to its implementation by the name Data Execution Prevention (DEP). Pre-venting the kernel from accessing userspace. We have already seen that operating systems
use the CPU’s protection rings to ensure that user processes cannot access arbitrary data or
execute code in the operating system, in accordance with the security principles by Saltzer
& Schroeder, which prescribe that all such accesses be mediated. However, sometimes we
also need to protect the other direction and prevent the kernel from blindly accessing (or
worse, executing) things in userspace.

To see why this may be bad, consider an operating system where the kernel is mapped into
every process’ address space and whenever it executes a system call, it executes the kernel
code using the process’ page tables. This is how Linux worked from its inception in 1991 until
December 2017. The reason is that doing so is efficient, as there is no need to switch page
tables when executing a system call, while the kernel can efficiently access all the memory.
Also since the kernel pages have the supervisor (S) bit set, there is no risk that the user
process will access the kernel memory. However, suppose the kernel has a bug that causes
it to de-reference a function pointer that under specific circumstances happens to be NULL.
The most likely thing to happen is that the kernel crashes. After all, the kernel is trying to
execute code on a page that is not valid. But what if a malicious process deliberately maps a
page at address 0, and fills it with code that changes the privileges of the current process to
that of root? In that case, the kernel will execute the code, with kernel privileges. This is bad.

It should now be clear that the kernel should probably not blindly execute process code. Nor
should it read blindly from user data. After all, an attacker could use it to feed malicious data
to the kernel instructions. To prevent such accesses, we need even more isolation than that
provided by the default rings. For this reason, many CPUs today provide Supervisor Mode
Execution Protection (SMEP) and Supervisor Mode Access Protection (SMAP)13. SMEP and
SMAP are enabled by setting the appropriate bits in a control register. As soon as they are
on, any attempt to access or transfer control to user memory will result in a page fault. Of
course, this also means that SMAP should be turned off explicitly whenever the kernel needs
to access user memory.

Some operating systems, including Linux, got SMEP-like restrictions ‘for free’ on systems vul-
nerable to theMeltdown vulnerability in 2017 [1010], which forced them to adopt an alternative
design, which came with a price tag. In particular, they were forced to abandon the single ad-
dress space (where the kernel executes in the address space of the process), because of the
Meltdown out-of-order execution side channel from Table 11.1. To recap, the Meltdown (and
related Spectre) attacks consist of attackers abusing the CPU’s (over-)optimism about what
happens in the instructions it executes out-of-order or speculatively. For instance, it wrongly
assumes that load instructions have the privilege to read the data they access, the outcome
of a branch is the same as the previous time a branch at a similar address was executed, or
the data needed for a load instruction is probably the data in this temporary CPU buffer that
was just written. However, even if any of these assumptions are wrong, the CPU can recover
by squashing the results of the code that was executed out-of-order or speculatively.

12NX (no execute) is how AMD originally called the feature in its x86 compatible CPUs. Intel calls it Execute
Disable (XD) and ARM Execute Never (XN).

13Again, this is x86 terminology. On ARM similar features are called Privileged Access Never (PAN) and Priv-
ileged Execute Never (PXN).
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In a Meltdown-like attack, the attackers’ process executes an out-of-order instruction to read
a byte at a (supposedly inaccessible) kernel address, and the CPU optimistically assumes
all is well and simply accesses the byte. Before the CPU realises things are not well after
all and this byte should not be accessible, the attackers have already used the byte to read a
particular element in a large array in their own process’ address space . Although the CPUwill
eventually squash all the results, the damage is already done: even though the byte cannot be
read directly, the index of the array element that is in the cache (and is, therefore, measurably
faster to access than the other elements) must be the kernel byte.

To remedy this problem on somewhat older processors that do not have a hardware fix for
this vulnerability, operating systems such as Linux use a design that completely separates
the page tables of the kernel from those of the processes. In other words, the kernel also
runs in its own address space, and any attempt by an out-of-order instruction to read a kernel
address will fail. The kernel can still map in the pages of the user process and thus access
them if needed, but the permissions can be different. Specifically, if they are mapped in as
non-executable, we basically get SMEP functionality for free.

For other vulnerabilities based on speculative execution (such as Spectre and RIDL), the fix is
more problematic. Often, multiple different spot solutions are used to patch themost serious
issues. For instance, after a bounds check that could be influenced by untrusted users, we
may want to insert special instructions to stop speculation completely. Likewise, operating
systems such asWindows try to "gang schedule" only code that belongs to the same security
domain on the same core (so that leaking from on thread to another on the same core is
less of an issue), while others such as OpenBSD disable hyperthreading altogether on Intel
processors. However, it is unclear how complete the set of patches will be, while we are
waiting for the hardware to be fixed.

Partitioningmicro-architectural states Sophisticated side channel attacks build on the aggres-
sive resource sharing in modern computer systems. Multiple security domains share the
same cache, the same TLB, the same branch predictor state, the same arithmetic units, etc.
Sharing is good for efficiency, but, as indicated by the Principle of Least Common Mecha-
nism, they also give rise to side channels. To prevent such attacks, operating systems may
need to sacrifice some of the efficiency and partition resources even at fine granularity. For
instance, bymeansof page colouring in software or hardware-based cache allocation technol-
ogy, an operating system may give different processes access to wholly disjointed portions
of the cache (e.g., separating the cache sets or separating the ways within a cache set). Un-
fortunately, partitioning is not always straightforward and currently not supported for many
low-level resources.

11.5.4 Code and data integrity checks
One way to reduce the exploitability of code in an operating system, is to ensure that the
code and/or data is unmodified and provided by a trusted vendor. For instance, for many
years Windows has embraced driver signing. Some newer versions have taken this a step
further and use a combination of hardware and software security features to lock a machine
down, ensuring that it runs only trusted code/apps—a process referred to by Microsoft as
‘Device Guard’. Even privileged malware cannot easily get non-authorised apps to run, as the
machinery to check whether to allow an app to run sits in a hardware-assisted virtualised
environment. Most code signing solutions associate digital signatures associated with the
operating systemextensions allow the operating system to checkwhether the code’s integrity
is intact and the vendor is legitimate. A similar process is popularly used for updates.
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However, what about the code that checks the signature and, indeed, the operating system
itself—are we sure that this has not been tampered with by a malicious bootkit? Ensuring the
integrity of the system software that is loaded during the booting involves a number of steps,
mostly related to the multiple steps in the boot process itself. From the earliest commercial
computers onward, booting involved multiple stages. Even the IBM 701, a popular computer
in the early 1950s with as many as 19 installations, already had such a multi-stage booting
procedure that started with pressing a special ‘Load’ button tomake the system load a single
36-bit word from, typically, a punched card. It would execute (part of) this word to load even
more instructions, and then start executing these instructions as the "boot program".

In general, securely booting devices starts with an initial ‘root of trust’ which initiates the
booting process and is typically based in hardware, for instance, a microcontroller that starts
executing software from internal, immutable memory, or from internal flash memory that
cannot be reprogrammed at all, or only with strict authentication and authorisation checks.
As an example, modern Apple computers use a separate processor, the T2 Security Chip, to
provide the hardware root of trust for secure boot among other things, while Google has also
developed a custom processor for this called the Titan. We will now discuss how a hardware-
root of trust helps to verify that a system booted securely.

Booting general-purpose computers typically starts with the firmware which initiates a se-
quence of stages that ends with a fully booted system. For instance, the firmware may load
a special bootloader programwhich then loads the operating system kernel which in turnmay
load additional boot drivers until finally the operating system is fully initialised and ready to
interact with the user or applications. All of these stages need protection. For instance,the
Unified Extensible Firmware Interface (UEFI) can protect the first stage (i.e., verify the integrity
of the bootloader), by means of Secure Boot. Secure boot verifies whether the boot loaders
were signed with the appropriate key, i.e., using keys that agree with the key information that
is stored in the firmware. This will prevent loaders and drivers without the appropriate signa-
tures from gaining control of the system. The bootloader can now verify the digital signature
of the operating system kernel before loading it. Next, the kernel verifies all other compo-
nents of the operating system (such as boot drivers and possibly integrated anti-malware
software) before starting them. By starting the anti-malware program before other drivers, it
can subsequently check all these later components, and extend the chain of trust to a fully
initialised operating system.

The next problem is: how do we know that this is the case? In other words, how do we know
that the system really did boot securely andwe can trust whatever is displayed on the screen?
The trick here is to use attestation, whereby a (remote) party can detect any changes that
have been made to our system. Remote attestation typically uses special hardware such as
a Trusted Platform Module (TPM) that serves as a root of trust and consists of verifying, in
steps, whether the system was loaded with the ‘right’ kind of software. In particular, a TPM
is a cryptograhic hardware module that supports a range of cryptographic functions, key
generation and management, secure storage (e.g., for keys and other security-sensitive in-
formation), and importantly, integrity measurements. See the Hardware Security Knowledge
Area (Chapter 18) for further discussion.

For the integrity measurements, TPMs have a set of Platform Configuration Registers called
PCR-0, PCR-1, . . . , that are set to a known value on every boot. These registers are not for
writing to directly, but rather for extending. So, if the current value of the PCR-0 register is X
and we want to extend it with Y , the TPM calculates hash(X, Y ) and stores the outcome in
PCR-0. Now, if we want to extend it further, say with Z , the TPM again calculates the hash of
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Z and the value currently in PCR-0 and stores the outcome in PCR-0. In other words, it will
calculate hash(Z, hash(X, Y )). We can now extend this further and create an arbitrarily long
“hash chain".

The values in the PCRs can serve as evidence that the system is in a trustworthy state. Specif-
ically, the first code that executes when you boot your system is firmware boot code that is
sometimes referred to as the Core Root of Trust for Measurements (CRTM) or BIOS boot
block. This code will ‘measure’ the full firmware by generating a hash of its content which it
sends to the TPM to extend PCR-0, before it starts executing it. Next, the firmware that is now
executing will measure the next component of the boot process and again store the value
in a PCR of the TPM (e.g., by extending PCR-0), before executing it. After a number of these
stages, the PCR register(s) contain a hash chain of all steps that the system took to boot.
A remote party can now verify whether the system booted securely by asking the TPM for
a ‘quote’: a report of a set of PCR values currently in PCRs (together with a nonce supplied
by the remote party), that is signed with the TPM’s private Attestation Identity Key that never
leaves the TPM (and derives from a hardcoded key that was created at manufacturing time).
As the public key is well-known, anyone can verify that the quote came from the TPM. Upon
receiving the quote and after verifying that it came from the TPM and that it was fresh, the
remote party knows that the booting process could only have followed the steps that created
these hashes in the PCRs. If they correspond to the hashes of known and trusted code, the
remote party knows that the system booted securely.

Code and data integrity checking may well continue at runtime. For instance, the hypervisor
may provide functionality to perform introspection of its virtual machines: is the code still
the same, do the data structures still make sense? This technique is known as Virtual Ma-
chine Introspection (VMI). The VMI functionality may reside in the hypervisor itself, although
it could be in a separate application. Besides the code, common things to check in VMI solu-
tions include the process list (is any rootkit trying to hide?), the system call table (is anybody
hijacking specific system calls?), the interrupt vector table, etc.

11.5.5 Anomaly detection
A monitor, be it in the hypervisor or in the operating system, can also be used to monitor the
system for unusual events—anomaly detection [1067]. For instance, a system that crashes
hundreds of times in a row could be under attack by someone who is trying to break the
system’s address space layout randomisation. Of course, there is no hard evidence and just
because an anomaly occurred does not mean there is an attack. Anomaly detection systems
must strike a balance between raising too many false alarms, which are costly to process,
and raising too few, which means it missed an actual attack.

11.6 OPERATING SYSTEMS, HYPERVISORS—WHAT ABOUT
RELATED AREAS?

[1030, c4,c7]

The problems that we encounter at the operating system and hypervisor levels resurface in
other systems areas and the solutions are sometimes similar. In this section, we briefly dis-
cuss databases as an example of how operating system security principles, issues and solu-
tions are applied to other domains [1068]. Security in database systems follows similar prin-
ciples as those in operating systemswith authentication, privileges, access control and so on

KA Operating Systems and Virtualisation | October 2019 Page 388

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

as prime concerns. The same is true for access control, where many databases offer discre-
tionary access control by default, and role-based and mandatory access control for stricter
control to more sensitive data. Representing each user as a security domain, the questions
we need to answer concern, for instance, the user’s privileges, the operations that should be
logged for auditing, and the resource limits such as disk quota, CPU processing time, etc. A
user’s privileges consist of the right to connect to the database, create tables, insert rows
in tables, or retrieve information from other users’ tables, and so on. Note that sometimes
users who do not have access to a database except by means of a specific SQL query may
craft malicious inputs to elevate their privileges in so-called SQL injection attacks [1069].

While database-level access control limits who gets access to which elements of a database,
it does not prevent accesses at the operating system level to the data on disk. For this reason,
many databases support transparent data encryption of sensitive table columns on disk—
often storing the encryption keys in a module outside the database. In an extreme case, the
data in the database may be encrypted while only the clients hold the keys.

Querying such encrypted data is not trivial [471]. While sophisticated cryptographic solutions
(such as homomorphic encryption) exist, they are quite expensive and simpler solutions
are commonly used. For instance, sometimes it is sufficient to store the hash of a credit
card number, say, instead of the actual number and then query the database for the hash.
Of course, in that case, only exact matches are possible—as we cannot query to see if the
value in the database is greater than, smaller than, or similar to some other value (nor are
aggregated values such as averages or sums possible). The problem of querying encrypted
databases is an active field of research and beyond the scope of this Knowledge Area.

While security and access control in regular databases is non-trivial already, things get even
more complex in the case of Outsourced Databases (ODBs), where organisations outsource
their data management to external service providers [1070]. Specifically, the data owner cre-
ates and updates the data at an external database provider, which then deals with the client’s
queries. In addition to our earlier concerns about confidentiality and encryption, questions
that arise concern the amount of trust to place in the provider. Can the data owner or the
querying client trust the provider to provide data that was created by the original data owner
(authenticity), unmodified (integrity), and fresh results to the queries? Conceptually, it is pos-
sible to guarantee integrity and authenticity by means of signatures. For instance, the data
owner may sign entire tables, rows/records in a table, or even individual attributes in a row,
depending on the desired granularity and overhead. More advanced solutions based on au-
thenticated data structures are also commonly advocated, such as Merkle hash trees. In
Merkle hash trees, originally used to distribute authenticated public keys, leaf nodes in the
tree contain a hash of their data value (the database record), each non-leaf node contains a
hash of the hashes of its children, and the root node’s hash is signed and published. All that
is needed to verify if a value in a leaf node is indeed part of the original signed hash tree is the
hashes of the intermediate nodes, which the client can quickly verify with a number of hashes
proportional to the logarithm of the size of the tree. Of course, range queries and aggregation
aremore involved and researchers have proposedmuchmore complex schemes thanMerkle
hash trees, but these are beyond the scope of this knowledge area. The take-away message
is that with some effort we can guarantee authenticity, integrity and freshness, even in ODBs.
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11.7 EMBRACING SECURITY
[1002, c9][1030, c1-c21]

Increasingly advanced attacks are leading to increasingly advanced defenses. Interestingly,
many of these innovations in security do not originally come from the operating system ven-
dors or large open source kernel teams, but rather ‘from the outside’—sometimes academic
researchers, but in the case of operating systemsecurity, also often from independent groups
such as GRSecurity and the PaX Team. For instance, the PaX Team introduced ASLR as early
as 2001, played a pioneering role in making data areas non-executable and executable sec-
tions non-writable, as well as in ensuring the kernel cannot access/execute user memory.
Surprisingly, where you might think that the major operating systems would embrace these
innovations enthusiastically, the opposite is often true and security measures are adopted
inconsistently.

The main reason is that nothing is free and a slow-down or increase in power consumption
because of a security measure is not very popular. The Linux kernel developers in particu-
lar have been accused of being obsessed with performance and having too little regard for
security. However, when the situation is sufficiently pressing, there is no other way than to
deal with the problem, even if it is costly. In operating systems, this performance versus secu-
rity trade-off has become increasingly important. Research often focuses on methods that
significantly raise the bar for attackers, at an acceptable overhead.

CONCLUSION
In this Knowledge Area, we addressed security issues at the lowest levels of the software
stack: the operating system and the hypervisor. Operating system / hypervisor security in-
volves both the security of the operating system / hypervisor and the security guarantees
offered by the operating system / hypervisor. As the most privileged components, operating
systems and hypervisors play a critical role in making systems (in)secure. Unfortunately, the
attack surface of a modern operating system or hypervisor is often large and threats of in-
creasing sophistication involving both software and hardware call for increasingly powerful
defenses also involving software and hardware. Starting from security principles and funda-
mentals, we showed that the system’s security is influenced by the design of the system (e.g.,
in the isolation of security domains), and the available security primitives and mechanisms
to enforce the principles (e.g., memory isolation, capabilities, protection rings). Many of the
principles of operating system design are useful across many application domains and are
commonly applied in other areas, such as database management systems. As with most do-
mains, we saw that design decisions at the operating system/hypervisor level are a trade-off
between security and performance—a balancing act that often slows down the adoption of
security measures.
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INTRODUCTION
A distributed system is typically a composition of geo-dispersed resources (computing and
communication) that collectively (a) provides services that link dispersed data producers
and consumers, (b) provides on-demand, highly reliable, highly available, and consistent re-
source access, often using replication schemas to handle resource failures, and (c) enables
a collective aggregated capability (computational or services) from the distributed resources
to provide (an illusion of) a logically centralised/coordinated resource or service.

Expanding on the above, the distributed resources are typically dispersed (for example, in
an Azure or Amazon Cloud, in Peer-to-Peer Systems such as Gnutella or BitTorrent, or in a
Blockchain implementation such as Bitcoin or Ethereum) to provide various features to the
users. These include geo-proximate and low-latency access to computing elements, high-
bandwidth and high-performance resource access, and especially highly-available uninter-
rupted services in the case of resource failure or deliberate breaches. The overall technical
needs in a distributed system consequently relate to the orchestration of the distributed re-
sources such that the user can transparently access the enhanced services arising from the
distribution of resources without having to deal with the technical mechanisms providing the
varied forms of distributed resource and service orchestrations.

To support these functionalities, a distributed system commonly entails a progression of
four elements. These include (a) data flows across the collection of authorised inputs (regu-
lated via Access/Admission Control), (b) transportation of the data to/across the distributed
resources (Data Transport functionality), (c) a resource coordination schema (Coordination
Services), and (d) property based (e.g., time or event based ordering, consensus, virtualisa-
tion) data management to support the desired applications such as transactions, databases,
storage, control, and computing.

Consequently, distributed systems security addresses the threats arising from the exploita-
tion of vulnerabilities in the attack surfaces created across the resource structure and func-
tionalities of the distributed system. This covers the risks to the data flows that can com-
promise the integrity of the distributed system’s resources/structure, access control mech-
anisms (for resource and data accesses), the data transport mechanisms, the middleware
resource coordination services characterising the distributed systemmodel (replication, fail-
ure handling, transactional processing, and data consistency), and finally the distributed ap-
plications based on them (e.g., web services, storage, databases and ledgers).

This Knowledge Area first introduces the different classes of distributed systems categoris-
ing them into two broad categories of decentralised distributed systems (without central
coordination) and the coordinated resource/services type of distributed systems. Subse-
quently, each of these distributed system categories is expounded for the conceptual mech-
anisms providing their characteristic functionalities prior to discussing the security issues
pertinent to these systems. As security breaches in a distributed system typically arise from
breaches in the elements related to distribution (dispersion, access, communication, coordi-
nation, etc.), the KA emphasises the conceptual underpinnings of how distributed systems
function. The better one understands how functionality is distributed, the better one can un-
derstand how systems can be compromised and how to mitigate the breaches. The KA also
discusses some technology aspects as appropriate along with providing references for fol-
lowing up the topics in greater depth.
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CONTENT

12.1 CLASSES OF DISTRIBUTED SYSTEMS AND
VULNERABILITIES

[1071, c2][1072, c5][1073, c18]

12.1.1 Classes of Distributed Systems
A diversity of viewpoints, models, and deployments exist for characterising distributed sys-
tems. These include defining a distributed system at the level of the aggregation of physi-
cal resources (e.g., Peer to Peer or Cloud systems), defining it at the Middleware level (e.g.,
Publish-Subscribe, distributed object platforms, or Web services), or defining it in terms of
the services a distributed system provides (e.g., Databases or Ledgers). While a spectrum of
definitions exists in literature, distributed systems can be broadly classified by the coordina-
tion schema linking the resources or by the specification of the services utilising them. One
broad class is of decentralised control where the individual resources primarily interact with
their “neighbouring” resources. The other broad category links the distributed resources via
communication processes, such as message passing, to realise varied forms of virtual cen-tralised/coordinated control. Thus, based on such communication and coordination models,
distributed systems can be categorised into the following two broad classes.

1. Decentralised point-to-point interactions across distributed entities without a centralisedcoordination service: Peer to Peer (P2P) systems represent this class of distributed
systems. Decentralised un-timed control is a prominent characteristic of such systems.
For example, systems such as Kademlia, Napster, Gnutella, and many other distributed
file and music sharing/storage systems, wireless sensor networks as well as online
gaming systems fall in this category.

2. Coordinated clustering across distributed resources and services: This is a broad class
that is best understoodwhen sub-divided into two coordination sub-classes, namely (a)
the coordination of resources and (b) the coordination of services. We will utilise these
two coordination abstractions throughout this chapter. The spectrumof distributed sys-
tems includes Client-Server models, n-Tier Multi-tenancy Models, elastic on-demand
geo-dispersed aggregation of resources (Clouds – public, private, hybrid, multi-Cloud,
Big Data services, High Performance Computing), and transactional services such as
Databases, Ledgers, Storage Systems, or Key Value Store (KVS). The Google File Sys-
tem, Amazon Web Services, Azure, and Apache Cassandra are simple examples of this
class. While this class may appear to be both broad and diverse, the coordination ab-
straction (for either resources or services) directly characterises the type of distributed
system into these two sub-classes. In both cases, these systems are typically coordi-
nated via communication exchanges and coordination services with the intended out-
come of providing a “virtually centralised system” where properties such as causality,
ordering of tasks, replication handling, and consistency are ensured. There are discrete
definitions in the literature for Client-Server systems, Cloud Computing, Mobile Comput-
ing, Distributed Databases, etc., though the provisioning of virtual “centralised/coordi-
nated” behaviour is a common characteristic across them.
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Notes: There are many nuances of security in distributed systems. One viewpoint focuses
on the concepts and mechanisms to provide security in a distributed system where the re-
sources and services are dispersed. The other viewpoint considers using distribution as a
means of providing security, e.g., the dispersal of keys versus a centralised key store or the
use of Virtual Machines (VMs) to partition and isolate resources and applications. This KA
focuses on the former category of “security in a distributed system”. However, it also dis-
cusses the latter viewpoints given that the dispersed security mechanisms typically execute
on dispersed resources logically resulting in the need for the above mentioned classes of
Decentralised or Coordinated clustering.

It is worth highlighting that a distributed system architecture is often an aggregation of mul-
tiple layers where each layer builds upon the services provided by the layer below and co-
ordinated services offered across the distribution. At the lowest level, resources within a
particular device (memory, computation, storage, communication) are accessed through the
Operating System primitives provided on that device. Distributed services e.g., naming, time
synchronisation, distributed file systems are assembled through the interaction of different
components and services running on individual devices. Higher layers build upon the lower
layers and services to provide additional functionalities and applications. Interactions across
the different components of the distributed system at each level are provided by middleware
frameworks that support many different communication styles: message passing, Remote
Procedure Calls (RPCs), distributed object platforms, publish-subscribe architectures, enter-
prise service bus. Distributed applications are thus realised in a layered (or tiered) fashion
through the interactions and coordination of distributed components and services. Within
these architectures, decentralisation and coordination at each layer may differ resulting in
hybrid compositions of decentralisation and coordination patterns. We refer the reader to
the Operating Systems & Virtualisation Knowledge Area (Chapter 11) for issues concerning
access to basic resources and the books [1030, 1073, 1074, 1075, 1076] for further reading on
distributed systems architectures and middleware.

12.1.2 Classes of Vulnerabilities & Threats
Vulnerabilities refer to design or operational weaknesses that allow a system to be potentially
compromised by an attacker. Analogously, a threat reflects the potential or likelihood of an
attacker causing damage or compromising the system. Furthermore, security is an end-to-
end systems property. Consequently, the vulnerabilities of a distributed system are broadly
grouped based on the functional blocks therein defining the distributed system. Logically,
these functional blocks and their operations also constitute the threat/attack surface for the
systems where an attacker/adversary can exploit a vulnerability to compromise the system.
At a high level, the attack surface relates to the compromises of the physical resources, the
communication schema, the coordination mechanisms, the provided services themselves,
and the usage policies on the data underlying the services.

The following outlines the general functionalities that will be progressively detailed in the
subsequent sections as relevant to the specific distributed system model.
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12.1.2.1 Access/Admission Control & ID Management

Access or Admission control determines the authorised participation of a resource, a user,
or a service within a distributed system. This can include the sourcing of data and the ac-
cess rights to read/write and use data over the lifetime of a service. The potential threats
and consequent attacks include masquerading or spoofing of identity to gain access rights
to the data. They can also involve Denial of Service (DoS) attacks that detrimentally limit ac-
cess (e.g., depletion of computing resources and communication channels) leading to the
inaccessibility and unavailability of the distributed resources/services. It is worth emphasis-
ing that resource distribution often entails more points for access control, and also more
information transported in the system to support access control thus increasing the attack
surface of the system (see the Authentication, Authorisation & Accountability (AAA) Knowl-
edge Area (Chapter 13) for a discussion of authentication and authorisation in distributed
systems).

A distributed system entity (resource, service, user, or data element) participates in a dis-
tributed system with a physical or logical identity. The identity, statically or dynamically allo-
cated, can be a resource identifier such as an ID name or a number1. Here, authorisation may
be specified in terms of the user and/or resource identity including the use of login names
and passwords. Thus, an activity that involves tampering with the identity constitutes a likely
threat.

12.1.2.2 Data Transportation

The network level threats span routing, message passing, the publish-subscribe modalities
of resource interaction, event based response triggering, and threats across the middleware
stack. Moreover, these can be passive (eavesdropping) or active attacks (data modification).
A typical example is the Man In The Middle (MITM) attack where the attacker inserts itself
between the victim’s browser and the web server to establish two separate connections be-
tween them. This enables the attacker to actively record all messages and selectively modify
data without triggering a suspicious activity alarm if the system does not enforce endpoint
authentication. We refer the reader to [1074, 1075] for detailed coverage of these topics, and
to the Network Security Knowledge Area (Chapter 17).

1[1030] provides an excellent discourse on naming issues in Chapter 6.
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12.1.2.3 Resource Management and Coordination Services

This critical group encompasses the spectrum of threats to the mechanisms (typically mid-
dleware protocols) that provide the coordination of resources. This includes, among others,
the aspects of synchronisation, replication management, view changes, time/event ordering,
linearisability, consensus, and transactional commit.

12.1.2.4 Data Security

As a distributed system essentially operates on data (at rest or in motion) over the facets
of data-sourcing, data-distribution, data-storage, or data-usage in services, the classical CIA
(Confidentiality, Integrity and Availability) properties directly apply to each element (and inter-
faces) of this data chain. The threats to confidentiality include information leakage threats
such as Side Channel Attacks or Covert Channel Attacks. Any delay or denial of data access
constitutes a threat to Availability. Integrity aspects concern any compromise of data correct-
ness such as the violation of data consistency as observed by the distributed participants.
This includes the different types of consistency (strong, weak, relaxed, eventual, etc.) over
storage and transactional services. Consequently, addressing the security of the data ele-
ments of a distributed system requires consideration of the threats mentioned above across
resources, access control, data transportation, and coordination services as well as data
threats in the form of malicious applications, code, and viruses (see the Malware & Attack
Technology Knowledge Area (Chapter 6)).

Section Organisation Based on this overview, the subsequent sections progressively out-
line the security approaches for distributed systems as split into the above mentioned
classes of decentralised and coordination based systems. In order to understand the security
issues relevant to each class, the sections also provide a basic overview of the underlying
distributed system concepts along with pointers for further reading. Section 12.2 presents
the commonly used models for decentralised P2P systems. Section 12.3 then elaborates
the corresponding security threats for the P2P systems. This is followed by the exposition
of coordinated distributed system models in Section 12.4, and by a discussion of the corre-
sponding security aspects in Section 12.5.

12.2 DISTRIBUTED SYSTEMS: DECENTRALISED P2P
MODELS

[1077, c11-12][1072, c25]

Peer to Peer (P2P) systems constitute a decentralised variant of distributed systems. Their
popularity is driven by the characteristic P2P features of scalability, decentralised coordina-
tion, and low cost. Scalability implies that no changes to the protocol design are needed
with increasing numbers of peers. Whereas a Client-Server architecture typically entails in-
creasing back-end (Server) resources with increasing numbers of (Client) requests, this is
not the case in P2P systems due to their inherent decentralised architecture. Furthermore,
the decentralised P2P system designs promote inherent resilience against individual peer
failures or other disruptions. The peer population itself represents the service provisioning
infrastructure of the system. Thereby, potential service consumers are required to partake
in resource provisioning avoiding the need for dedicated data centres. Over the past two

KA Distributed Systems Security | October 2019 Page 398

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

decades, a multitude of P2P models have emerged. Regardless of their specific realisation,
they usually combine the following five principles: (1) symmetry of interfaces as peers can
take inter-changeable duties as both servers and clients, (2) resilience to perturbations in
the underlying communication network substrate and to peer failures, (3) data and service
survivability through replication schemes, (4) usage of peer resources at the network’s edge,
imposing potentially low infrastructure costs and fostering scalability as well as decentrali-
sation, and (5) address variance of resource provisioning among peers.

These five principles make P2P a vital foundation for a diverse set of applications. Originally,
P2P systems were (in)famous for their support of file sharing applications such as eMule
or KaZaA, though their usage is now common in applications such as social networks, mul-
timedia content distribution, online games, internet telephony services, instant messaging,
the Internet of Things, Car-to-Car communication, Supervisory Control and Data Acquisition
(SCADA) systems, and wide area monitoring systems. As discussed in later sections, dis-
tributed ledgers also utilise some aspects of P2P operations.

P2P Protocol Categories The two major P2P paradigms are unstructured and structured
systems. These system designs directly correlate with the application categories introduced
in the previous section, i.e., unstructured protocols are mostly suitable for (large scale and
scalable) data dissemination, whereas structured ones are usually applied for efficiency of
data discovery. The emergent hybrid P2P protocol designs combine aspects from both un-
structured and structured ones within an integrated P2P system.

Additionally, hierarchical P2P systems also exist. These partly contradict the conceptual P2P
principle that considers all peers as equal in the sense of service provisioning. These hierar-
chical systems can be considered as layered systems, e.g., composition of multiple overlays
consisting of front-end and back-end peers.

Regardless of the type of P2P system, it is important to note that the basic P2P operations
are based on three elements, namely (a) identification or naming of peer nodes, (b) routing
schemas across peers, and (c) discovery of peers as a function of their identifiers and routing.

In order to support the discussion of security in P2P systems, the next subsections provide
an introductory level technical overview on P2P protocols. We provide a brief overview of the
P2P protocol categories in regard of the overlay topology, resources discovery, andmessage
passing. The reader is referred to [1078] for a comprehensive discussion on P2P operations.

12.2.1 Unstructured P2P Protocols
Representatives of the unstructured P2P protocol class such as Freenet2 or Gnutella [1079,
1080] are mainly used for data dissemination applications such as censorship-free3 com-
munication or file sharing. While the set of peers do not have any characteristic topology
linking them, their implicit topology is usually embedded within the physical communication
underlay network topology and often unveils tree or mesh like sub-graphs, which allow for
low latency message exchange, e.g., to address timeliness requirements of data dissemina-
tion applications. Tree topologies can be found, e.g., in single source streaming media data
dissemination with various consumers as leaf nodes. Meshes are the more generic case, for
example, in applications with multiple sources and sinks such as in file sharing applications.

2https://freenetproject.org/
3In the sense that data and information is stored and exchanged with integrity and privacy preserving tech-

niques to address freedom of expression and speech concerns.
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Unstructured P2P protocols typically search for resources (i.e., peers and data) by name
or labels, and do not use a structured addressing scheme. This feature supports scalable
dissemination but scales poorly for resource discovery or reproducible routing paths. Peers
nevertheless maintain an identifier to allow independence of the underlay network address.
Resources are discovered using search algorithms on the overlay graph. Examples of search
algorithms include breadth-first search, depth-first search, random walks, or expanding ring
searches. These options are often combined according to the requirements of the applica-
tion.

The communication across peers is viamessages.Message passingmay be direct, i.e., using
an underlay network connection between two peers, but this usually requires that the peers
explicitly know the peer address and route. When the destination peer for the message to be
sent is unknown, messages are piggybacked alongside a resource discovery operation.

All peers maintain lists (direct routing tables with addresses or hashed addresses) with con-
tact information about other peers. Hence,messagingworks efficiently and the network does
not suffocate from address-search messages. The efficiency of such lists depends on the
liveness of the peers. Hence, the listed peers are periodically pinged for liveness and removed
when no reply is received. The periodicity is dynamically adjusted based on the relevant churn,
i.e., the rate of peer joins and departures.

12.2.2 Structured P2P Protocols
Structured P2P protocols such as Chord, Pastry, Tapestry, Kademlia, CAN etc. [1081, 1082,
1083, 1084] are typically used for data discovery applications where the structure of the topol-
ogy aids efficient searches. Their topology graphs usually show small-world properties, i.e.,
there exists a path between any two peers with a relatively small number of edges. Structured
topologies often appear as ring structures with shortcuts, which forms a basis for scalable
and efficient operations such as resource discovery and message passing. Some protocols
have more exotic topologies, e.g., butterfly graphs, fixed-degree graphs, or a multi-torus. The
salient characteristics are efficiency of node discovery and efficiency of routing that uses
information on the P2P structure and topology. As this aspect has security implications, we
briefly detail these operations.

Unlike unstructured P2P’s open addressing schemas, in structured P2P protocols, pointers
to resources such as peers or data are stored in a distributed data structure which is called
a Distributed Hash Table (DHT). The overlay’s address space is usually an integer scale in the
range of [0, . . . , 2w − 1] with w being 128 or 160 in general. Usually, a distance function d(a, b)
is defined which allows distance computations between any two identifiers a and b in the ad-
dress space. Distance computations are crucial for the lookup mechanism and data storage
responsibilities. The distance function and its properties differ among protocol implementa-
tions. Data discovery is realised by computing the key of an easy-to-grasp resource identifier
such as a distinctive name/key and subsequently requesting that key and its data from one
of the responsible peers.

Messages – for example to request the data for a given key – are exchanged in most struc-
tured protocols directly, i.e., using an underlay network connection between two peers. If
peers do not know each other, then no direct connection can be set up and the destination
peer’s location needs to be determined to conduct routing. To this end, an overlay lookup
mechanism aims to steadily decrease the address space distance towards the destination
on each iteration of the lookup algorithm until the identifier can be resolved. This design
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approach turns out to be very efficient and promotes scalability. Once the lookup has suc-
cessfully retrieved the destination’s underlay network address, messages can be exchanged.
Lookup variants include iterative or recursive algorithms as well as parallelised queries to a
set of closest neighbour peers.

Routing tables usually store k ·w entries with k being a protocol specific constant. Moreover,
for the ith portion of k entries with i ∈ [0 . . . w], the peer stores contact information of peers
that share i common prefix bits of the peer’s key. In other words, routing tables usually pro-
vide more storage for closer peers than more distant ones. Moreover, routing tables keep
only information about live and reachable peers, therefore peers are periodically pinged. In
structured protocols, maintenance is more expensive as the topological structure needs to
be retained, e.g., newly joined peers have to be put into the appropriate peer’s routing tables
or leaving/unresponsive peers have to be replaced by live ones in many peers’ routing tables.

12.2.3 Hybrid P2P Protocols
Hybrid variants of P2P protocols integrate elements from unstructured and structured
schemas, as their principal intent is data discovery and data dissemination. Prominent hy-
brid protocol examples include file sharing services such as Napster and BitTorrent [1085].
BitTorrent was originally a classical unstructured protocol but now has been extended with
structured P2P features to provide a fully decentralised data discovery mechanism. Conse-
quently, BitTorrent could abandon the concept of so called “tracker servers” (that facilitated
peer discovery) and improve its availability. On the other hand, architectural requirements of-
ten need to be considered to fully utilise the capacity of hybrid P2P protocols. An example
would be establishing how the data discovery is transmitted among the servers and how it
is reported back to the user [1086]. Similar considerations apply to other streaming overlay
approaches.

12.2.4 Hierarchical P2P Protocols
Typically, all the peers in a P2P system are considered to be equal in terms of the client-server
services they can provide. Yet, for some application scenarios it turns out that a hierarchi-
cal P2P design can be advantageous. These can include a layered design of structured and
unstructured overlays. In hierarchical designs, peers are further categorised based on their
bandwidth, latency, storage, or computation cycles provisioning with some (super) peers tak-
ing a coordinating role. Usually, the category with fewer peers represented the back-end part
of the hierarchical system, whereas the multitude of peers act as front-end peers that pro-
cess service requests at the first level and only forward requests to the back-end when they
cannot fulfill the service request in the first place. This improves the look-up performance and
also generates fewer messages in the network. Furthermore, popular content can be cached
locally to reduce download delays [1087]. This design has proven successful, for example, in
the eDonkey file sharing system or in Super P2P models such as KaZaA where a selected
peer acts as a server to a subset of clients.
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12.3 DISTRIBUTED SYSTEMS: ATTACKING P2P SYSTEMS
[1073, c16][1088, c5]

We present security attacks corresponding to the above mentioned classes of P2P systems.
To facilitate this discussion, we outline the functional elements of a P2P system that help
the reader relate the security implications for specific systems or application cases. Subse-
quently, we assess the risks stemming from attacks to plan the requisite mitigation. The P2P
functional elements that need protection broadly include:

1. P2P Operations (P-OP) such as discovery, query, routing, download, etc. that are acces-
sible through the service interface of the P2P protocol. This functionality relates to the
network level.

2. P2P Data Structures (P-DS), e.g., data stored in a peer’s routing table or resources that
are shared with other peers of the overlay network. This functional element may be
accessible at either the network level or locally on the peer’s host machine.

We will refer to these two elements as P-OP and P-DS, in the following subsections where
we discuss the specific P2P attacks. We use the established security notions of [1089] for
Confidentiality, Integrity and Availability. Whenever a definition refers to authentication, we
assume that peers are implicitly authenticated on joining the overlay network. P2P protocols
may may use admission control systems or may be open to arbitrary peers.

Note that we focus on attacks against P2P systems (e.g., denial of service or routing dis-
ruptions) and do not consider attacks that are prepared or conducted using P2P systems in
order to harm non-P2P systems (e.g., using a P2P system to coordinate distributed denial of
service attacks).

12.3.1 Attack Types
We now present the different attacks that are specific to P2P systems. Broadly, the attacks
correspond to attacking the functional elements, P-OP and P-DS, either by (a) disrupting their
connectivity or access to other nodes for dissemination/discovery/routing or (b) corrupting
their data structures. Besides the well known (distributed) denial of service attacks which
apply to P2P as well as to other systems, most attacks exploit fundamental P2P features
such as message exchange based decentralised coordination and especially that each peer
has only a partial (local) view of the entire system. Consequently, attackers aim to trick other
peers by providing incorrect data or collude to create partitions that hide views of the system
from good nodes. This includes example scenarios such as (a) to mislead peers in terms of
routing, (b) to take advantage of access to resources, (c) to overcome limitations in voting
systems or games, or (d) to hide information in the overlay among others. We refer the reader
to the survey articles [1090, 1091] for a fuller exposition of P2P security. We now enumerate
some representative security attacks and relate them to their corresponding impact on Con-
fidentiality, Integrity and Availability (CIA). Some examples of attacks are further discussed
in Section 12.3.2 along with corresponding mitigation approaches.

- Denial of service attacks (DoS) [1089], Distributed Denial of Service (DDoS), or disruption at-tacks [1092] manifest as resource exhaustion by limiting access to a node or a communica-
tion route. In P2P architectures, the attacker aims to decrease the overlay network’s service
availability by excessively sending messages to a specific set of peers and thereby nega-
tively affecting the P-OP functionality. This could affect the peer join/leave mechanism, or
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other arbitrary P2P service aspects, e.g., damaging the routing put/get operations in a DHT.
For example, benign peers may be impaired by an excessive maintenance workload. More-
over, DoS and DDoS attacks can have a negative impact on bandwidth usage and resource
provisioning which may result in degraded services. For instance, GitHub was hit with a sud-
den onslaught of traffic that reached 1.35 terabits per second4. The traffic was traced back to
“over a thousand different Autonmous Systems (ASNs) across tens of thousands of unique
endpoints” participating in the attack.

- Collusion attacks [1093] aim to compromise the availability, integrity, or confidentiality of
P2P networks. Collusion refers to the fact that a sufficiently large subset of peers colludes
to carry out a strategy which targets the P2P services and thereby negatively affects the P-
OP functionality. The typical attack aims to override control mechanisms such as those for
reputation or trust management, or bandwidth provisioning. The Sybil and Eclipse attacks,
discussed later on, are based on attackers colluding to create network partitions to hide sys-
tem state information from good nodes.

- Pollution attacks [1094, 1095] or index poisoning [1096] aim to compromise the P2P sys-
tem’s integrity and its P-DS functionality by adding incorrect information. Consequences of
pollution attacks are the proliferation of polluted content resulting in service impairments.
An example is the typhoid ad-ware attack where the attacker partially alters the content, e.g.,
adding advertisement at a single peer that subsequently spreads this polluted content to
other peers.

- White washing [1095] or censorship attacks aim to compromise the availability or integrity
of P2P systems. This includes either illicit changing of, deletion of or denying access to data.
Therefore, these attacks endanger the P-DS functionality. White washing attacks are espe-
cially dangerous for P2P systems that use reputation based systems since they allow a peer
with a bad reputation to leave the system, and subsequently re-join as a benign user.

- Routing attacks [1092, 1097] aim to compromise the availability or integrity of P2P networks.
Routing attacks play an important role in composite attacks, such as the Eclipse attackwhich
obstructs a good node’s view of the rest of the system. In routing attacks, a malicious peer
undermines the message passing mechanism, e.g., by dropping or delaying messages. An-
other routing attack variant is Routing Table Poisoning (RTP) [1097]. In this attack, an attacker
deliberately modifies its own or other peers’ routing tables, e.g., by returning bogus informa-
tion to benign peer lookup requests. Attraction and repulsion [1092] are specific variants of
routing attacks which either increase (attraction) or decrease (repulsion) the attractiveness
of peers, e.g., during path selection or routing table maintenance tasks. These attacks nega-
tively affect the P-DS functionality. The compromise of the routing table in Pastry, often used
in online social networks, is a typical routing attack.

- Buffer map cheating attacks [1098] aim to decrease the availability of P2P networks, partic-
ularly those used for media streaming applications. Through this attack, adversaries reduce
the outgoing traffic load of their peers by lying about their data provisioning. This is also
an infringement on integrity and affects the P-OP functionality. This attack is especially rele-
vant in streamingmedia P2P applications which rely on the collaboration of peers. Omission,
Fake Reporting, Fake Blocks, incorrect Neighbour Selection are related implications of such
attacks.

- Sybil attacks [1099] aim to compromise the availability or confidentiality (via spoofing) of
P2P networks and can be regarded as a specific version of node/peer insertion attacks. They

4https://www.wired.com/story/github-ddos-memcached
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consider the insertion into the overlay of peers that are controlled by one or several adver-
saries. This could happen at specific or arbitrary locations of the overlay’s topology, depend-
ing on the attacker’s aim. Furthermore, P2P applications may consider system users as legal
entities and consequently restrict the amount of peers per user to the amount of allowed
votes for that entity. Hence, an imbalance results in terms of the expected amount of peers
per user. Sybil attacksmay be a precursor for many of the previously described attacks. Sybil
attacks affect the P-OP functionality of the system. Prominent Sybil attacks include the com-
promise of the BitTorrent DHT and the Sybil attack on the Tor anonymisation network.

- Eclipse attacks [1100] aim to decrease the availability, integrity and confidentiality of P2P net-
works. Essentially, a good peer is surrounded by a colluding group of malicious peers that
either partially or fully block the peer’s view of the rest of the system. The consequence is that
the malicious nodes can either mask or spoof the node’s external interactions. This is a com-
posite attack that may involve routing table poisoning, DoS/DDoS, Sybil attacks, collusion,
white washing, or censorship. Consequently, these attacks have an impact on both the P-OP
and P-DS functionality. Variants of Eclipse attacks include Localised Eclipse Attacks (LEA),
Topology Aware Localised Eclipse Attacks (taLEA) and Outgoing Eclipse Attacks (OEA) at-
tacks among others. An example of an Eclipse attack on Bitcoin is discussed in Section 5.

Attack Availability Integrity Confidentiality Functionality

DoS/DDoS 3 7 7 P-OP
Collusion 3 3 3 P-OP
Pollution 7 3 7 P-DS
White washing & censorship 3 3 7 P-DS
Routing 3 3 7 P-DS
Buffer map cheating 3 3 7 P-OP
Sybil 3 7 3 P-OP
Eclipse 3 3 3 P-DS, P-OP

Table 12.1: P2P Attacks, Security Goals and Affected Functionality

12.3.1.1 Summary

Table 12.1 summarises attacks on the P2P functional elements that entail modifications of
the P2P system to either degrade or compromise the P2P operations. The adversarial col-
lusion of malicious peers is a key factor to launch these attacks resulting in significant dis-
ruption. In many cases, the inherent design choices of P2P, which foster scalability and fault
tolerance, are exploited. Attacks against P2P systems usually show an impact in terms of the
system’s confidentiality, integrity, or availability. Several of the observed attacks are known
from other system architectures such as client-server models while others are new ones or
compositions of various attacks. The difference fromcomparable attacks in client-server sys-
tem architectures is that P2P overlay networks may grow very large and adversaries have to
correspondingly adapt their efforts, i.e., they need to scale up the fraction of malicious peers
accordingly, thereby requiring a substantial amount of coordination to execute an effective
collusion strategy. These attacks vary depending upon whether the attacker has direct or
indirect network access via a P2P overlay. The latter requires attackers to properly join the
network prior to the attack. Thus, this may entail malicious peers making, e.g., a proper an-
nouncement in the overlay network, before they can launch their adversarial behaviour.

Supplemental Observations:

- Denial of service attacks degrade or prevent a system from correct service delivery [1101,
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1102]. The more sophisticated Sybil attack [1102, 1103, 1104] can be used as a potential pre-
cursor for an Eclipse attack [1102, 1103].

- If either secure storage, secure routing, or authentication mechanisms cannot be provided,
a set of attacks including omission, content forgery, content pollution, censorship, or routing
table poisoning may be the consequence [1102, 1104].

- Churn relates to the effects of peers joining and leaving in an overlay. Churn attacks consider
artificially induced churn with potentially high peer join/leave rates to cause bandwidth con-
sumption due to the effort needed to maintain the overlay structure. This can lead to partial
or complete denial of service [1104].

- Varied cheating attack strategies exist (for observing or corrupting player information and
activities) in Massive Multiplayer Online Games (MMOG) built upon P2P architectures [1104].

12.3.2 Attacks and their Mitigation
We present some example attacks along with the approaches used to mitigate them. For a
comprehensive coverage, we refer the reader to the surveys of [1090, 1091].

Basic PoS and P-DS Based Scenarios: The prominent P2P protocol security mechanisms
are authentication mechanisms, secure storage, and secure routing. These three mecha-
nisms allow the implementation of various downstream mechanisms. Authentication mech-
anisms [1102, 1105] help to maintain a benign peer population and provide the technical ba-
sis for downstream mechanisms like secure admission, secure storage, or secure routing.
Secure storage is vital for data centric applications in order to prevent attackers from con-
ducting illicit data modifications [1101, 1103, 1105, 1106]. In a broader sense, illicit data modifi-
cation in online games is considered as cheating [1104]. The use of secure routing is typically
advocated as an approach to facilitate the identification of peers conducting improper mes-
sage forwarding [1103, 1105, 1106]. Limiting the number of routing paths and/or protecting
the paths using (high overhead) cryptographic approaches are alternate approaches to miti-
gating routing attacks.

Sybil and Eclipse Scenarios: Sybil attacks occur where the attacker could launch an attack
with a small set of malicious peers and subsequently gather multiple addresses, which al-
lows malicious peers to fake being a larger set of peers. Using Sybil attacks, a LEA can be
launched via a chain of Sybil/malicious nodes. However, the attack relies on the assumption
of the existence of a single path towards the victim that can be manipulated by the attacker.
Alternately, a LEA can be launched using Sybil peers.

In such attacks, mitigation relies on using a centralised authority that handles peer enrol-
ments or admission. Extending this concept, adding certificates (issued by a common Certifi-
cateAuthority) to peers’ network IDswhile joining the network is another possibility. Othermit-
igation techniques to prevent malicious entities from selecting their own network IDs could
entail a signing entity using public key cryptography.

Buffer Map Cheating Scenarios: Other disruptions could be used to attack the KAD P2P net-
work [1084], which is a Kademlia based network, through flooding peer index tables close
to the victim with false information as a simplistic taLEA variant. A KAD network crawler is
introduced to monitor the network status and detect malicious peers during a LEA. However,
a high overhead is incurred if each peer uses such a mechanism to detect malicious entities.
This becomes impractical as the overlay size increases.
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Divergent lookups have been proposed as an alternate taLEAmitigation technique where the
disjoint path lookups avoid searching the destination peer’s proximity to skip the wasteful
querying of malicious peers under taLEA assumptions.

Routing Scenarios:Mitigationmechanisms to handle routing attacks consider assigningmul-
tiple paths for each lookup using disjoint paths though at the cost of highmessage overhead.
Alternatives include the use of cryptographic schemes to protect the paths. However, P2P is
a decentralised coordination environment where implementing a centralised service to sup-
port the coordination of system wide cryptographic signatures is hard to realise.

The aforementioned security mechanisms increase the resilience of P2P systems against
the various attacks. Naturally, these mechanisms are resilient only until a critical mass of
colluding malicious peers is reached. In addition, some of these mechanisms require crypto-
graphic support or the identification of peers. These requirements may interfere with appli-
cation requirements such as anonymity, heterogeneity, or resource frugality.

12.4 DISTRIBUTED SYSTEMS: COORDINATED RESOURCE
CLUSTERING

[1077, c5,7,12,25][1071, 3][1072, c5,c14] [1073, c16-17,c19]

Contrasting with the decentralised-control of P2P systems, a multitude of distributed sys-
tems exist where the interactions across the distributed resources and services are orches-
trated using varied coordination mechanisms that provide the illusion of a logically cen-
tralised and coordinated system or service. The coordination can simply be a scheduler/re-
source manager, a discrete coordinator or a coordination group, and include ordering in time
(causality) or varied precedence orders across distributed transactions. While it is tempting
to define each type of distributed system discretely (i.e., differing from decentralised control
in P2P), the large and diverse group of distributed systems/services share a common ab-
straction of “coordination” although its realisation and resultant properties for each system
will vary.

Firstly, there is the case where a service is replicated on a distributed resources platform (or
infrastructure) to enable geo-dispersed access to users while sustaining the required type
of consistency specifications on the service. The Cloud and many distributed Client-Server
systems fall in this category.

The alternate approach addresses distributed services (versus platforms) where the dis-
persed service participants interact to yield the collective distributed service for given con-
sistency requirements. For example, transactional databases and distributed ledgers fall in
such a category of strong consistency. Web crawlers, searches, or logistics applicationsmay
well work with weak consistency specifications.

Overall, these constitute the two broad classes of distributed systems in the coordinated re-
source pooling mode, namely the classes of resource-coordination and service-coordination,
as based on their characteristic coordination schema although their functionality and defini-
tions often overlap.

In the subsequent subsections, in order to contextualise distributed systems security, we
first detail the basic distributed concepts alongwith the coordination schema based on them.
This is followed by outlining the characteristic systems in each of the resource and service co-
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ordination models. This forms the basis behind the general set of disruptions/vulnerabilities
relevant to both classes of coordinated distributed systems. We then outline the threats and
security implications specific to each class of systems. We refer the reader to the excellent
texts of [1071, 1072, 1077] for a comprehensive and rigorous treatise of these issues.

A Note on Technologies Underlying Distributed Platforms: The introduction emphasised
that the focus of this KA is on security in distributed systems rather than the use of distribu-
tion towards providing security. Expanding on this topic, it is worth commenting on alternate
perspectives related to the “design and realisation” of distributed platforms and services.
This design oriented perspective tends to emphasise the architecture of distributed systems,
distributed services and their construction. This perspective typically focuses on (a) estab-
lishing security requirements, (b) realisation approaches on how to meet given security re-
quirements at each level of abstraction, and (c) considers a distributed system as a layered
architecture where each layer builds upon the primitives offered at the layer below and from
distributed services. In this perspective, centralised (coordinated) and decentralised patterns
are often combined, differently and at different layers. Also from this perspective, the security
requirements of the applications must be met by complementing and building upon what is
offered at the lower layers and services.

This is a construction and compositional approach where the security properties (require-
ments) at the application level, or at a given layer, drive the selection of solutions and sub-
systems that must be assembled (e.g., authentication, authorisation, accountability, non-
repudiation etc.). The composition of such subsystems/solutions is often achieved through
the use of trade-offs (and also threat) analysis that tend to cover some and not all of
the requirements and thus determining relative strengths and weaknesses. For example,
blockchain applications, further discussed in Section 12.5.2, emphasise non-repudiation and
decentralisation as their main properties.

This layered and compositional approach can often be encountered in the literature such as
[999, 1072, 1073, 1074, 1075, 1076, 1107] and many others. As the architectures and realisa-
tion fundamentally underlie the KA premise of providing security in distributed systems, the
reader is encouraged to refer to this literature. The following section returns the focus back
on distributed system concepts, and especially the fundamental concepts of the coordina-
tion class of distributed systems.

Distributed Concepts, Classes of Coordination
As mentioned in the introduction, a distributed system is a collation of geo-dispersed com-
puting resources that collectively interact to provide (a) services linking dispersed data pro-
ducers and consumers, (b) high-availability via fault tolerant replication to cover resource
(computing and communication) failures, or (c) a collective aggregated capability (compu-
tational or services) from the distributed resources to provide (an illusion of) a logically cen-
tralised/coordinated resource or service.

Distributed systems are often structured in terms of services to be delivered to clients. Each
service comprises and executes on one or more servers and exports operations that the
clients invoke bymaking requests. Although using a single, centralised server appears tempt-
ing, the resulting service resident on a server can only be as fault tolerant as the server host-
ing it. Typically, in order to accommodate server failures, the servers are replicated, either
physically or logically, to ensure some degree of independence across server failures with
such isolation. Subsequently, replica management protocols are used to coordinate client
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interactions across these server replicas. Naturally, the handling of client failures or client
compromises (including their role in launching attacks via malicious code or viruses) also
needs to be considered.

We now outline a basic set of distributed system concepts that also constitute the basis
of the security considerations therein. The concepts are presented at an informal level to
communicate the intuitions, and the reader is referred to [1071, 1072, 1073, 1077] for a com-
prehensive treatise on the topics.

12.4.1 Systems Coordination Styles
In order for the distributed resources and services to meaningfully interact, the synchroni-
sation basis across them, in physical time or in logical order, needs to be specified. The
synchronisation applies at both the network and process levels. We refer the reader to
[1071, 1072, 1073, 1077] for more details. At a high level, the synchronisation types include
the following:

1. Synchronous: All components of a distributed system are coordinated in time (as lock
step or rounds) to be synchronised with each other. Causality is explicitly obtained. Ex-
amples include typical safety-critical systems such as aircraft fly-by-wire control where
predictability and guaranteed real-time responsiveness is desired.

2. Asynchronous: Separate entities take steps in arbitrary order and operate at different
speeds. The ordering of events needs to be ensured through collective interactions.
Typical examples are transactional systems, databases, web crawlers, etc.

3. Partially synchronous: Some restrictions apply on ordering of actions but no lock-step
synchronisation is present. Typical examples are SCADA control systems or high-value
transactional stock systems where timeliness has implications on the service correct-
ness.

12.4.2 Reliable and Secure Group Communication
Group communication addresses the communication schema available to ensure reliable de-
livery of messages across the distributed entities. These can be simple point-to-point direct
messaging supported by appropriate acknowledgements (ACKS and NACKS) for reliable de-
livery. Alternately, reliable and secure multicast (atomic, best-effort, regular, uniform, logged,
stubborn, probabilistic, causal, etc.) to provide redundant channels or ordering of messages
can be used along with the more sophisticated publish-subscribe forms of group communi-
cation [1072, 1073]. In these approaches, the channels and messages can be encrypted or
cryptographically signed though this entails higher transmission and processing overheads.
The range of credential management, symmetric/asymmetric cryptography techniques, PKI
cryptosystems, secure key distribution [1108] also fall in this category. The reader is referred
to [1071, 1072, 1073, 1109] for a comprehensive coverage of group communication primitives.
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12.4.3 Coordination Properties
The utility of a distributed system comes from a coordinated orchestration of the dispersed
resources to yield a collectively meaningful capability. Prior to discussing the variety of com-
monly used coordination schemas in Section 12.4.4, we first present the base definitions ofConsensus, Group Membership and Consistency.
Consensus

Informally, consensus pertains to achieving an agreement on values. For example, the values
could be data or process IDs. Consensus requires the following properties to hold:

1. Agreement: All good processes agree on the same value.

2. Validity: The agreed upon value is a good/valid value.

3. Termination: A decision is eventually achieved.

The specific type of consensus depends upon the semantics of the faults (crash, omission,Byzantine, etc.) to be addressed. The faults types are discussed in Section 12.5.

Group Membership and Consistency:

Membership is a key “service” property in distributed systems that determines the set of
constituent resources and also the nature of the agreement achieved on the set of valid par-
ticipants (static, dynamic, quorum membership) and the data. From a security perspective,
this often relates to the integrity property for the service. Consistency has varied nuances and
the prominent types are listed below with fuller details presented in [1071, 1072, 1073, 1077,
1109, 1110]. Note that the underlying assumption is always that the constituent processes
can be modelled as deterministic state machines. That is, performing a specific sequence
of actions always leads to the same state.

• Strong consistencymodels: In thesemodels the participantsmust agree on one consis-
tent order of actions to take. Hence, the processes are guaranteed to reach a consistent
state under the assumption of determinism.

1. Strict Consistency: In strict consistency there are no constraints on the observed
order of actions as long as it is consistent across all the participants.

2. Linearisability: The linearisability model is essentially strict consistency with the
additional constraint that the observed order of actions corresponds to their real
time order.

Strong consistency models are widely used in high risk contexts where any inconsis-
tencies in the data may lead to dire consequences. In these situations, consistency is
more valued than availability and enforcing strong consistency constraints results in
more delays in the systems due to the frequent synchronisation. Traditional relational
database systems such as MySQL [1111] or Microsoft’s SQL Server [1112] but also mod-
ern NoSQL databases such as MongoDB [1113] or Google’s Chubby lock service [1114]
are popular examples that implement these strong consistency models.

• Weak Consistency Models: In these models, the participants do not necessarily ob-
serve the same order of actions. This can lead to inconsistent states depending on the
nature of the additional constraints that the observed orders have to satisfy. Naturally,
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this can lead to inconsistent states that can be dealt with through conflict resolution
mechanisms [1115].

1. Sequential Consistency: Sequential consistency is met if the order in which the
actions are performed by a certain process corresponds to their original order. In
order words, the sequential execution order of every process is preserved.

2. Causal Consistency: Causal consistency is achieved by categorising actions into
those causally related/dependent and those that are not. In this case only the order
of causally related actions has to be preserved. Two events are causally related if
they both access the same data object and at least one of them is a write event.

3. Eventual Consistency: In eventual consistency there are no special constraints that
have to be satisfied by the order of observer actions. The idea behind this concept
is that the participants will eventually converge to a consistent state either by ob-
serving equivalent orders of actions or by resorting to costly conflict resolution
mechanisms.

Systems with weaker consistency models became popular with the advent of the Inter-
net where wide scale web servers had to accommodate a large number of users. To
achieve this, such systems sacrifice strong consistency guarantees to achieve higher
availability for their user base. Systems like Amazon’s Dynamo [1116], Facebook’s Cas-
sandra [1117] are widely known examples of systems with weak consistency guaran-
tees.

12.4.4 Replication Management and Coordination Schema: The Basis
Behind Attack Mitigation
A fundamental challenge for developing reliable distributed systems is to support the cooper-
ation of the dispersed entities required to execute a common task, even when some of these
entities, or the communication across them, fails. There is a need to ensure ordering of the
service actions and to avoid partitions of the distributed resources in order to result in an
overall “coordinated” group of resources.

The state machine replication or state machine approach [1118] is a general method for im-
plementing a fault-tolerant service by replicating servers and coordinating client interactions
with server replicas. The approach also provides a framework for understanding and design-
ing replication management protocols. The essential system abstraction is that of a state
machine such that the outputs of the state machine are fully determined by the sequence of
requests it processes independent of time or other activity in the system. Replication can be
active, semi-active, passive, or lazy [1073].

It should be noted that ideally onewould like to collectively attain high availability, consistency
and also full coordination to eliminate any partitioning of the set of distributed resources.
However, the CAP assertion comes into play as:
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CAP

Any network shared data system (e.g. Web) can provide only 2 of the 3 possible proper-
ties [1119] as:

1. Consistency (C): equivalent to having a single up-to-date copy of the data, i.e., each
server returns the right response to each request.

2. Availability (A): of the data where each request eventually receives a response.

3. Partition (P): Network partition tolerance such that servers cannot get partitioned into
non-communicating groups.

Naturally, security attacks attempt to compromise these elements of CAP.

Replication and Coordination

In order to provide coherent and consistent behaviour (in value and order), distributed re-
sources use various types of replica management, i.e., the coordination schema. This is a
key coordination mechanism that characterises the functionality of any distributed system.
The factors determining the specific mechanism depend on the type of system synchronisa-
tion model, the type of group communication and especially the nature of the perturbations
(faults or attacks) being considered. The mechanisms can be simple voting or leader elec-
tion processes (e.g., Ring Algorithms, Bully) or more complex consensus approaches to deal
with crashes or Byzantine5 behaviour. The commit protocols for database transactions are
relevant here as are the schemes for credential management and PKI infrastructures provid-
ing verified access control. We briefly describe a set of widely used schema, and the reader
is referred to [1071, 1072, 1077] for complete coverage. Authorisation and Authentication in
distributed systems are also discussed in the Authentication, Authorisation & Accountability
(AAA) Knowledge Area (Chapter 13).

Paxos

To avoid the situation of distributed entities conducting uncoordinated actions or failing to
respond, Paxos [1120], a group of implicit leader-election protocols for solving consensus in
an asynchronous setup, has been developed. Paxos solves the consensus problem by giving
all the participants the possibility to propose a value to agree upon in an initial phase. In the
second phase, if amajority agrees on a certain value, the process that had proposed the value
implicitly becomes the leader, and agreement is achieved. The same process is repeated for
the next value to achieve consensus on a sequence of values.

The protocol is known not to provide liveness only under very specific circumstances as de-
scribed in [1120]. In this case, processes continue to propose values indefinitely and remain
blocked in the initial phase as no majority can be formed and progress is never made. How-
ever, this situation rarely occurs in practice and Paxos remains one of most widely used co-
ordination protocols.

Since only a majority is necessary in the second phase to reach consensus, the protocol is
additionally tolerant to crashes even in the case of recovery. This is remarkable since, as long
as the majority of the processes has not failed, consensus can be reached. The paper [1121]

5Byzantine behaviour happens when an entity/attacker sends different (albeit valid) information to different
recipients.
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is an excellent read of the experiences of implementing Paxos at Google for the Chubby file
system.

While there exists a variety of implementations of the Paxos protocol, it is notoriously known
for being hard to implement and build middleware upon it due to its inherent complexity.
For this purpose, RAFT, a protocol similar to Paxos that provides the same guarantees, has
been proposed. RAFT has recently gained in popularity due to its simpler design. Paper [1122]
explains the motivation behind the development of the RAFT protocol and how it works by
comparing it with Paxos.

Byzantine Fault Tolerance (BFT)

Attacks and other deliberate disruptions do not necessarily follow the semantics of benign
omissions, timing or crashes. In order to tolerate arbitrarily malicious behavior, Byzantine
Fault Tolerance (BFT) protocols use coordinated replication to guarantee the correct exe-
cution of operations as long as at most a third of processes is compromised and exhibits
arbitrary (i.e., Byzantine, cf. Section 12.5) behavior.

In BFT, processes exchange the values they have received from each other in rounds. The
number of rounds necessary to reach consensus is determined by the number of compro-
mised participants there are in the system [1123]. Note that since the protocol operates in
rounds, it is classified as a synchronous coordination protocol. It has been shown in [1124]
as the FLP impossibility result that it is impossible to reach consensus in the case of asyn-
chronous communication. Due to the necessity of synchronous communication and the
rather higher overhead of message exchange required to deal with Byzantine failures, BFT
protocols are applied mostly in specific critical applications. However, there are multiple on-
going attempts for practical BFT optimisations by strengthening some basic assumptions on
synchronisation, determinism, and number of compromises [1125, 1126, 1127]. The Google
File System (Chubby) and Amazon Web Services (AWS) implement Paxos and also partial
BFT functionality. It is also important to emphasize that BFT is expensive not only for the
message complexity over the number of rounds needed. It is also expensive for the number
of nodes needed (> 3f ) to handle f malicious failures, i.e., f being the number of nodes
controlled by an adversary. The generalisation of adversarial structures to quorum systems
is discussed in [1109].

From a security viewpoint, for its ability to tolerate arbitrary malicious behaviors, the BFT pro-
tocols constitute an appealing building block for the construction of intrusion tolerant sys-
tems. It is worth making the observation that these protocols consider the number of com-
promised entities. When faced with a malicious attacker identical replicas are not sufficient
because they exhibit the same vulnerabilities. A malicious adversary who can compromise
one replica can easily compromise the others if they are identical. Replication and diversity
(or distinct protection methodologies) are needed. We refer the reader to the discussions
in [1071, 1072, 1077, 1109, 1123, 1128, 1129].
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Commit Protocols

A number of applications, e.g., databases, require ordering across replicated data or oper-
ations where either all participants agree on conducting the same correct result (i.e., com-
mit) or do nothing – the atomicity property. Hence, as a specialised form of consensus, a
distributed coordinator directed algorithm is required to coordinate all the processes that
participate in a distributed atomic transaction on whether to commit or abort (roll back) the
transaction.

The Two-Phase Commit (2PC) is a straightforward example of such atomic commitment
protocols. The protocol proceeds with a broadcast query from a leader to all the clients to
commit. This is followed by an acknowledgment (commit or abort) from each client. On re-
ceiving all responses, the leader notifies all clients on an atomic decision to either commit
or abort [1072, 1074, 1075]. The protocol achieves its goal even in many cases of failure (in-
volving either process, network node, or communication failures among others), and is thus
widely used. An approach based on logging protocol states is used to support recovery. The
classical 2PC protocol provides limited support for the coordinator failure that can lead to
inconsistencies.

To solve this problem the three-phase commit (3PC) protocol has been developed. The 3PC
protocol is essentially an extension of the BFT protocol and adds a third communication
phase to assist the leader with the decision for an abort. This entails a higher messaging
and logging overhead to support recovery. While 3PC is a more robust protocol compared
to BFT, it is not widely used due to the messaging overhead and its sensitivity to network
partitioning (i.e., the P in CAP). In practice, systems use either BFT for its simplicity or the
Paxos protocol for its robustness.

12.5 DISTRIBUTED SYSTEMS: COORDINATION CLASSES
AND ATTACKABILITY

[1077, c3][1071, c5,c6][1072, c19] [1073, c18][1088, c3]

The General Class of Disruptions
The attack surface [1088, 1130] in distributed systems involves the disruption of the re-
sources, communication, interfaces, and/or data that either impairs the resource availability
or disrupts the communication layer interconnecting the resources to impact Confidential-
ity, Availability, or Integrity of the overall system and its services. The disruptions can be
from improper design, arising from operational conditions or deliberate attacks. Resource
compromises or disruptions form the basic attack targets. However, the functionality of a
distributed system emerges from the interactions across the distributed resources. As ref-
erenced in Section 12.1.2, the resources and services (including replication management) in
a distributed system are primarily linked via communication infrastructures. These span the
range of directmessage exchanges or viamiddleware architectures such as pub-sub or event
based triggering among others.

A number of varied terminologies exist to cover the range of operational and deliberate per-
turbations from crashes, omissions, timing, value disruptions, spoofing, viruses, trapdoors,
and many others. We refer the reader to [1089] for a comprehensive discussion on the topic.
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As the distributed systems primarily rely on message passing for both data transportation
and coordination, we group the perturbations at the level of message delivery6. The term
“perturbation or disruption” is deliberately used as the anomalous operation can result from
operational issues (dependability) or from amalicious intent (security). Themanifestation of
these perturbations on the system operations results in deviations from the specified behav-
ior of the system. Complementing the vulnerabilities mentioned in Section 12.1.2 of access
control, data distribution, interfaces, the communication level perturbations can be broadly
grouped as:

1. Timing Based: This spans the omission of messages, early, delayed, or out-of-order
messaging. Crashes and denial-of-service also fall in this group as they typically mani-
fest as disruptions of the proper temporal delivery of messages by obstructing access
to the communication channels or resources.

2. Value/Information Based: Spoofing attacks, mimicking, duplication, information leak-
age such as a Covert Channel Attack or Side Channel Attack, and content manipula-
tion attacks broadly fall in this category. The manipulation of the content of messages
manifests as Byzantine behavior. This attack is only viable if a set of resources use the
exchange messages to build their global view of the system. A malicious entity can
send deliberately modulated information (e.g., a mixture of correct and incorrect val-
ues) to different groups of resources to result in partitions of system state views. Thus,
based on different values received by different nodes, the individual nodes are unable
to constitute a “consistent” and correct view of the system state. The degree of breach
of consistency (strong – full agreement by all on value and order – weak, partial, even-
tual) constitutes the degree of disruption. The nature of the underlying transactional
service (e.g., distributed ledgers in Blockchains) determines the type of breach of the
functionality. Relating to the groups of vulnerabilities, a Byzantine attack can abuse ac-
cess control, message delivery and coordination services, or the data itself (viruses,
compromised mobile code, worms) to compromise the system.

It should be noted that a perturbation also includes the property of persistence, i.e., the du-
ration of a perturbation can be transient, episodic, intermittent, or permanent in nature. Fur-
thermore, attacks often entail multiple simultaneous occurrences that involve a combination
of timing, value, persistence, and dispersed locations, potentially due to collusion between
multiple attacking entities.

Attacks and Implications
On this general background, we now detail the two prominent classes of distributed systems
as based on the coordination schema (resource- and service-coordination). This will also
form the system grouping for considering the security manifestations of attacks.

We use the classical CIA (Confidentiality, Integrity, and Availability) terminology though the
implications of these terms often differ according to the type of system and services. For
each class, the specification of its functionality determines the type of attack and the resul-
tant compromise that detrimentally affects the delivery of services.

As mentioned in Section 12.1.2, the threat surfaces of a distributed system comprise at-
tacks on the resources, admission control, the communication architectures, the coordina-

6The provisioning of message integrity by techniques such as coding, cryptographic primitives, message ac-
knowledgements, retries, secure group communication, etc. are discussed in [1072, 1073] and the Cryptography
Knowledge Area (Chapter 10).
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tion mechanisms, and the data. Similarly, attacks aim to subvert the assumptions behind the
functionality of resources, the services, and the underlying coordination schema.

In the following subsection, we enumerate some attack scenarios for the resources/infras-
tructure and services/application classes of coordination. Given the immense diversity of
types of resource and services based distributed systems, the purpose of these examples is
only to illustrate some potential scenarios. It is also worth highlighting that often a resource
attack does not harm the resource per se but primarily affects the service executing on the
resource.

12.5.1 The Resource Coordination Class – Infrastructure View
This class of “virtualised resource access” primarily deals with the coordination of a group of
computing and communication resources to provide an ensemble of highly-available, highly-
reliable “platform” of diverse shared resources to the user. This is an infrastructure (vs appli-
cations) view where the user specifies the operational requirements for the desired service
(e.g., computational capabilities, number of Virtual Machines (VMs), storage, bandwidth con-
straints, etc.) but is agnostic to the actual mechanisms providing the on-demand access to
the resources, scalability, physical characteristics, and geo-location/distribution of the under-
lying resources.

Overall, the key characteristic of this coordination model is the provisioning of high-reliability,
high-availability access to resources. The basic resource replication simply provides a pool
of resources to support high-availability access. However, the resource replication schema
provides only the “capabilities” to support the services executing on it. Integrity is relevant
corresponding to the service specifications. For instance, VMs need to provide the specified
level of isolation without information leakage. Similarly, a web server is typically replicated
acrossmachines both for reliability and for low-latency localised geo-dispersed access. Each
replicated server has the sameset of data, and any time the data is updated, a copy is updated
across the replicated servers to provide consistency on data. It is the nature of the service
(as executing on the resources platform) that determines the type of desired coordination,
perhaps as consistency (strong, weak, eventual, causal). This will be the basis of the Service
Coordination class discussed later on.

We briefly present the Cloud and Client-Server models that constitute prominent examples
of the class of distributed resources.

The Cloud Model

The Cloud, in all its manifestations, is representative of the resource coordination model
as essentially a “resources platform” for services to execute on. There are multiple types
of Clouds offering varied types of services ranging across emphasis on high-performance,
low-latency access or high-availability amongst many other properties. It is the specific re-
source coordination schema dictated by the specifications of the desired services based on
which the Cloud “platform” provides structured access to the Cloud resources. The chosen
coordination schema correspondingly supports the type of desired capabilities, for exam-
ple, access to specialised computing resources and/or resource containers such as physical
or virtual machines each offering differing isolation guarantees across the containers. The
user specified services execute on the Cloud resources, which are managed by the Cloud
service provider. The coordination schema, as a centralised or distributed resource manager,
handles the mapping and scheduling of tasks to resources, invoking VMs, health monitor-
ing of resources, fault-handling of failed resources such that the user transparently obtains
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sustained access to the resources as per the contractual Service Level Agreements (SLAs)
specified on the Cloud resources. The ENISA [1131], NIST [70], and ISO [1132] specifications
of Infrastructure as a Service (IaaS) and Platform as a Service (PaaS) are representations of
“resources/platforms/infrastructures supporting the services”. The multitude of Cloud mod-
els, architectures, and services existing in practicemakes it difficult to project a single notion
of Cloud security. Each specific resource coordination model is characterized by the types
of resource types in the Cloud model, the type of computing architecture as well as the de-
sired functionalities within the Cloud. These include, as a non-exhaustive list, the desired
types of resource fault handling, the chosen approach for handling of service bursts, the
type of schemas implemented for resource federation and migration, for task orchestration,
scheduling, the desired degree of concurrent access, the supported levels of multi-tenancy
etc.

However, from a security perspective, it is useful to de-construct the Cloud into its architec-
tural and functional components that result in the Cloud’s attack surface to consider. Anal-
ogous to the infrastructure view of a data center being an aggregation of computing and
storage resources, the Cloud is an aggregation of geo-dispersed resources that are available
on-demand to the user. The user has resource-location and resource-composition agnostic
transparent access to highly-scalable, highly-available, highly-reliable resource and service
virtualisation. The user specifies the operational attributes of interest (termed as Service
Level Objectives) as (a) performance specifications, (b) reliability, (c) replication and isola-
tion characteristics as types and number of VMs, (d) latency, (e) security as the level/degree
of encryption and other mechanisms at the computing or communication level and (f) cost
parameters for delivery or non-delivery of services in the form of contracts known as Ser-
vice Level Agreements. The exact composition of the resources, their location or the mecha-
nisms collating the aggregated resources is transparent to the user. The functional blocks of
the Cloud include authentication, access control, admission control, resource brokering, VM
invocation, schedulers, monitors, reconfiguration mechanisms, load balancers, communica-
tion infrastructures, user interfaces, storage, and many other functions under the PaaS and
IaaS paradigms [70, 1131, 1132]. These functional blocks, the physical Cloud resources along
with the interfaces across them directly constitute the attack surface of the Cloud.

The Client-Server Model

Resource groups where a set of dedicated entities (servers – service providers) provide a
specified service (e.g., Web services – file system servers, name servers, databases, data
miners, web crawlers, etc.) to a set of data consumers (clients). A communication infrastruc-
ture, such as the public Internet, a local network, or a combination thereof, links the servers
to the clients. This can be monolithic, layered, or hierarchical. Both servers and clients are
replicated to either provide a characteristic collective distributed service or for fault tolerance.
Note that we are referring to Client-Server architecture as a resources platform or infrastruc-
ture and not the Client-Server services per se. The functionality of a Client-Server infrastruc-
ture is derived from the specifications of the services using the Client-Server model and from
the requisite coordination schema underlying it.
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Attackability Implications (and Mitigation Approaches) on Resource Coor-
dination
We now outline some example scenarios for the Cloud though they analogously apply to the
Client-Server and other resource models as well. The reader is referred to [1133, 1134] for an
insightful discussion relating security and functionality issues in the Cloud.

- Compromise of Resources: Such attacks impact the Availability of the basic resources.

Mitigation: Protection can be obtained by using access control schemes (including Firewalls)
to limit external access to services and network resources. Authorisation processes are set
up for granting of rights along with access control mechanisms that verify the actual rights
of access [1135]. Other approaches to resource protection include the sandboxing resources
or having a tamper-resistant Trusted Computing Base (TCB) that conducts coordination han-
dling [1072, 1073] and enforces resource accesses. While the resource class primarily consid-
ers attacks on the infrastructure, data at-rest or in-motion (as in a data storage facility) can
also be considered as a resource. Consequently, it can be protected using techniques such
as encryption. As the specification of a distributed service includes the specification of both
normal and anomalous behavior on the use of the data providing the service, this protection
is considered under the services class.

Other manifestation of resource attacks, including on communication channels, aim to par-
tition resources (and overlying services). The implication here is on Availability for the re-
sources and on Integrity for the services.

- Compromise of Access/Admission Control: This comprises the broad categories of Mas-
querading, Spoofing, and ID management attacks. The implication on the resources is on
Availability, though both the Integrity and Confidentiality of the data/service are affected. In
case of a DoS attack, the consequence is on resource Availability.

Mitigation: Intrusion Detection System (IDS) constitute typical mitigation approaches. These
are complemented by periodic or random ID authentication queries. The periodic checking
of system state is used to establish the sanity of IDs.

- Compromise of VM: The typical manifestation is of information leakage from the VM via
a Covert Channel Attack or Side Channel Attack or similar attacks. The consequence is the
violation of Integrity and Confidentiality of the services provisioned by the VM.

Mitigation: A variety of schemes for VM’s protection are detailed in [999] (also see the Oper-
ating Systems & Virtualisation Knowledge Area (Chapter 11)). There are three aspects to be
considered here as the detection of leakage, the system level where the leakage transpires,
and the handling of leakage. Taint analysis is a powerful technique for data level detection.
As covert/side-channel attacks often happen at the hardware level and are influenced by
the schedulers, the use of detectors employing hardware performance counters is a gener-
ally used technique as advocated in [1136]. System level handling of VM compromises often
starts from the level of tightening the specification of trust assumptions and validating them
being upheld using analytical, formal, or experimental stress techniques. Hypervisors are
commonly used for the enforcement of VM operations.

- Compromise of Scheduler: There are two manifestations of such attacks. When the sched-
uler is affected and this results in an anomalous task or resource allocation, such a deviation
(on an incorrect resource allocation) can be detected through Access Control. In the case of
a malicious takeover of the scheduler, the likely resultant inconsistencies across the system

KA Distributed Systems Security | October 2019 Page 417

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

state or resource-task bindings can be filtered by the coordination schema whose job is to
maintain a consistent state. Such attacks typically impact Availability and Integrity. Confiden-
tiality is not breached.

Mitigation: As mentioned in the attack description, Access Control and coordination con-
structs are used to check the consistency of the system state for any observedmis-match to
the legitimate or allowed set of resource allocations. This can be used identify corruptions
of the scheduler.

- Compromise of Broker: This occurrence, within a Cloud resourcemanager/broker or an inter-
Cloud broker, primarily impacts resource Availability.

Mitigation: Approaches similar to scheduler compromise mitigation are used here. If backup
brokers are part of the design, that is a typical fall back, otherwise, system stops are often
the solution.

- Compromise on Communication: As communication is a core functionality to achieve re-
source coordination, this has strong implications on the resources to stay coordinated and
directly impacts Availability. The consequent inability to support replication, resource to task
allocation, etc. fundamentally compromises the functionality of the system.

Mitigation: A variety of communication protection techniques are presented in the Network
Security Knowledge Area (Chapter 17). These include retries, ACK/NACK based schemes,
cryptographically secured channels among others.

- Compromise on Monitoring and Accounting: With incorrect information on the state of the
system and/or services, this can lead to compromise of Confidentiality, Integrity, and Avail-
ability.

Mitigation: State consistency schemes are the typical mechanism utilised here. It is worth
mentioning that the replication and coordination concepts presented in Sections 12.4 and
12.4.4 form the basis of the mitigation approaches. The very purpose of the replication man-
agement is to obtain consistent system states to circumvent disruptions.

12.5.2 The Services Coordination Class – Applications View
The service coordination model focuses on the specific characteristics of the services that
determine the degree/type of coordination relevant to supporting that service. For example,
a database hosted on a Cloud necessarily requires the provision of integrity in the form of
ACID7 properties along with liveness. Distributed storage, such as KVS (Key Value Store) or
transactional database services, may require varied levels of consistency or linearisability
where the desired level of integrity may depend on the level of data-access latency feasi-
ble in the system. The broad class of Web services to include Web crawlers and search en-
gines may require weak or partial consistency as per CAP. On the other hand, Blockchains
or ledger queries, that provide distributed crypto based consensus, have strong consistency
(and traceable auditing) as a key requirement with lesser demands on latency. Thus, it is the
specification of the service (KVS, Database, Blockchain) that determines the nature of the
coordination schema for the distributed resources platform.

We present some characteristic examples of the services class as:

Web Services: These cover the spectrum of data mining, web crawlers, information servers,
7A stands for atomic, C for consistent, I for isolated and D for durable.

KA Distributed Systems Security | October 2019 Page 418

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

support for e-transactions, etc. This is a fairly broad, and generic, category, which encom-
passes a wide variety of services. It is useful to note that many of these services utilise the
Client-Server paradigm though our interest here is at the services level.

Key Distribution: This is a broad class of (Authorisation & Authentication) services such as
Kerberos, PKI, etc. Such services typically enable authentication (either proving server au-
thenticity to a client, or mutually authenticating both client and server) over insecure net-
works, based on various cryptographic protocols. Authentication services commonly act as
trusted third party for interacting entities in a distributed system. For further details see the
Authentication, Authorisation & Accountability (AAA) Knowledge Area (Chapter 13).

Storage/KVS

This is a diverse set of services starting from register level distributed read-writes that entail
strong consistency with very low latency. Another general model is Key Value Store (KVS)
where data is accessed via keys/pointers/maps with simple read, write, delete types of se-
mantics. In KVS, the data is represented as a collection of key-value pairs, such that each
possible key appears at most once in the collection with a focus on fast access times (up to
a constant access time). The key-value model is one of the simplest non-trivial data models,
and richer data models are often implemented as extensions with specified properties. For
example, an ordered model can be developed that maintains the keys in a lexicographic or-
der to efficiently retrieve selective key ranges. Key-value stores can use consistency models
ranging from eventual consistency to strict consistency. The security issues requires dealing
with data-at-rest (static storage) and data-in-transit (dynamic R/W ops).

Transactional Services, Databases

This is a wide class of services covering databases and general transactional services (re-
trieval, informational data mining, banking and stock transactions, etc.). The requirements
are consistency as in banking where all the debit and credit transactions are (strongly or
weakly) serializable for consistency. More generally, a database adheres to all of the stipu-
lated ACID properties.

On the other hand, a number of datamining and information lookup transactions only require
weaker nuances of consistency. For example, an information lookup process can work with
physically partitioned data centers resulting in stale or inconsistent information as long as
they are eventually reconcilable within some specification of the service requirements. The
specification of the type and degree of perturbations and level of consistency the services are
designed to be resilient to determines the specific coordination schema to use. Additionally,
in the case of weaker consistency models, the user is required to deal with any stale data
that might have been retrieved from the database.

Blockchains/Cryptocurrencies

The concept of a ledger provides for consistent bookkeeping on transactions. This is prob-
lematic to achieve in a distributed system where the participating entities do not trust each
other and are potentially untrustworthy. Blockchains provide a decentralised, distributed, and
public ledger that is used to record transactions across many computers so that the record
cannot be altered retroactively without also altering all subsequent blocks. Such alterations
require the consensus of the network and can therefore not be performed unilaterally by
an attacker. This also allows the participants to verify and audit transactions inexpensively.
Blockchains form the foundation for numerous cryptocurrencies, most notable Bitcoin.

In technical terms, a Blockchain is a list of records or blocks. The aforementioned properties
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arise from the fact that each block incorporates a cryptographic hash of the previous block
and a timestamp. If a block in the chain is altered without also altering all subsequent blocks,
the hash of the following block will no longermatch, making the tampering on the Blockchain
detectable.

When used as distributed ledgers, Blockchains are typically managed by peer-to-peer net-
works. Peers in such a network participate in a protocol for validating newly submitted
blocks. Blockchains are also examples of widely deployed systems exhibiting high tolerance
to Byzantine failures.

The generic Blockchain concept allows participation by any entity (permission-less systems,
public blockhains) and does not include any access restrictions. This is the case for the
blockchains underlyingmany widely used cryptocurrencies such as Bitcoin. However, a more
restrictive participation model (permissioned systems, private blockchains) is also possible,
where a “validating authority” grants permission for participation.

In order to deter denial of service attacks and other service abuses such as spam on a net-
work, the concept of Proof-of-Work (PoW) (i.e., spending processing time to perform compu-
tationally expensive tasks) is specified as a requirement for participation. This is effective as
a means of preventing service abuses such as spam since the required work is typically hard
to perform but easy to verify, leading to asymmetric requirements for service requester and
provider. However, PoW schemes also lead to high energy usage and, depending on the cho-
sen work requirement, may lead to unreasonably high barriers of entry. This is the case, for
instance, in certain cryptocurrencies, where meaningful participation requires custom hard-
ware designed for the specific type of work required. To avoid these shortcomings, alterna-
tive approaches relying on Proof-of-Stake (PoS) are in development but not as mature as
PoW-based schemes and not widely deployed.

A comprehensive discussion on Blockchain issues appears in [1137, 1138]. As a note,
Blockchains represent an interesting combination of decentralised resources using the P2P
model for the resource coordination and the coordination schema of consensus for its ser-
vice functionality.

Overall, service integrity, in terms of consensus as supported by requisite liveness, is the key
characteristic of the service coordination model. This contrasts with the resource coordina-
tion class where resource accessibility and availability were the dominant drivers/consider-
ations.

Attackability Implications (and Mitigation Approaches) on Service Coordi-
nation
The services and applications constitute a very broad class to cover, both for the type of
attacks and the diversity of services where the functional specification of the service deter-
mines the type and degree of the impact on security. In most cases the breach on Integrity,
along with on Confidentiality, is the first class impact with impact on Availability following as
a consequence. Some examples of breaches for the coordination schema and service types
are mentioned below.

Note: The mitigation schemes applicable here are the same as described in Section 12.5.1
that essentially result from the basic replication management and coordination concepts
presented in Sections 12.4 and 12.4.4. The very purpose of replication based coordination,
at the resource or the service level, is to prevent compromises by discrete attacks up to the
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threshold of severity type and the number of disruptions the replication schema is designed
to handle.

Compromise of Key distribution in PKI: The authentication processes supporting the distribu-
tion of public keys is compromised affecting service Integrity and Confidentiality.

Compromise of Data at Rest: This is analogous to the breach of resources in the resource
coordination model as applicable to storage systems.

Compromise of Data in Motion: This has varied consistency and latency consequences that
compromise the Integrity depending on the specifications of the services. We present a very
simplistic enumeration using transactions classes as:

Short transactions: (Storage/KVS, etc.) The major driver for this class is both consistency
and low latency (e.g., linearisability). As both liveness and safety are violated, the Integrity of
the transaction is compromised. It is worth noting that a DoS attack may not affect consis-
tency. However, as latency is affected, the service Integrity is lost.

Large transactions: Ledgers (Blockchain, etc.) lie in this category where, although latency
is important, it is the Integrity (as defined by the consistency of the ledger) that is the pri-
mary property to preserve. As Ledgers constitute a popular service, we discuss it to illustrate
aspects of both attack surfaces and assumptions.

To recapitulate from Section 12.5.2, Blockchains constitute a ledger of information that is dis-
persed across a distributed system. Blockchains ensure the security of data by not providing
a single point of attack. The ledger is stored in multiple copies on a network of computers.
Each time an authorised participant (for example in a permissioned system) submits a trans-
action to the ledger, the other participants conduct checks to ensure that the transaction is
valid, and such valid transactions (as blocks) are added to the ledger chain. Consensus en-
sures a consistent view of the sequence of transactions and the collated outcome. The cryp-
tographic basis of the hash, on each block, is expected to avoid tampering, and the Proof of
Work notion is designed to mitigate the effect of DoS attacks.

What makes this system theoretically tamper proof are two aspects: (a) an unforgeable cryp-
tographic hash linking the blocks, and (b) attack-resilient consensus by which the distributed
participants agree on a shared history of transactions.

Compromising these involves the compromise of stored cryptographic keys and the hash.
While theoretically safe, such systems may turn out to be vulnerable to emergent technolo-
gies such as quantum computing. Moreover, while Proof of Work requirements (i.e., “to
demonstrate” a greater than 50% participant agreement) can make collusion attacks pro-
hibitively expensive in sufficiently large systems, they can be feasible on systems with fewer
participants.

Similarly, the consensus property can be compromised via an Eclipse attack [1139] for Bitcoin,
and also in general cases where there exists the potential to trick nodes into wasting com-
puting power. Nodes on the Blockchain must remain in constant communication in order to
compare data. An attacker that can take control of a node’s communication and spoof other
nodes into accepting false data to result in wasted computing or confirming fake transac-
tions can potentially breach consensus. The work in [1138] provides useful reading on such
compromises.

Mixed transactions:As implied in the label, this combines short and large transactions. The
security implications depend on the type of services. As an example, we outline two service
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groups, namely:

- E-commerce supporting transactions: The core requirements here are ACID properties
that entail strong consistency and no partitions. Any compromises affect the Integrity of the
service.

- Informational systems: Services such as Webcrawlers, Data Retrieval for applications
such as Uber or informational queries for shopping can handle (both network and data) par-
titions of data to operate on stale cached data. The attack may lead to redundant compu-
tations on the searches or slightly stale information but Integrity is not violated as long as
the semantics of Weak, Relaxed, or Eventual consistency, as applicable for the service spec-
ification, are sustained. Also informational queries have mixed latency requirements. For ex-
ample, the small latency within a local data center and higher-tolerable latency across geo-
dispersed data centers may define the degree of attack tolerance until both Availability and
Integrity are compromised.

CONCLUSIONS
The intent of this chapter has been to outline how distributed systems work, and how the
mechanisms supporting the operations of such systems open security issues in them. Very
often the expectation is that classical security techniques will directly apply in a distributed
systems context as well. However, this is often not the case and the better one understands
the conceptual basis of a distributed system, the better one can understand and provide
for its security. The KA discussed the functional categorisation of distributed systems into
two major classes: decentralised and coordinated control. The operations for each class
were elaborated leading to the security implications resulting from the different specifics
underlying distributed systems.
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FURTHER READING
The following books are recommended for a deeper coverage of the distributed system and
security concepts.

Distributed Algorithms Concepts Lynch [1077] — The book lays out the essential concepts
of distributed systems. The focus is on synchronisation and consensus though it provides a
comprehensive andmathematically rigorous coverage of distributed systems concepts from
an algorithms viewpoint.

Reliable & Secure Distributed Programming Cachin, Guerraoui, Rodrigues [1071] — Coming
from a distributed programming viewpoint, this is another rigorous book that covers both
fault tolerance and security. It also provides an excellent coverage of cryptographic primitives.
Although it predates the development of Ledgers, most of the concepts behind them are
covered in this book.

Group Communication & Replication Birman [1072] — This is an excellent book that com-
bines concepts with an emphasis on the actual development of distributed systems. The
case studies provide valuable insights on practical issues and solutions. An insightful cover-
age of P2P systems also appears in this book.

Security Engineering Anderson [1030] — This book makes for excellent reading on the real-
isation of distributed system from a security perspective especially for naming services and
multi-level security. The reader is also encouraged to read the texts [1076, 1107] that detail
complementary coverage on CORBA and Web services.

Threat Modeling Swiderski, Snyder [1088] — The coverage is on the basics of threat mod-
eling from a software life cycle and application security viewpoint. While not a distributed
systems book, it still provides valuable insights on how threat modeling is conducted in prac-
tice.
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Abstract

Access control builds on authorisation and authentication. This KA will present the general
foundations of access control and some significant instantiations that have emerged as IT
kept spreading into new application areas. It will surveymodes of user authentication and the
way they are currently deployed, authentication protocols for the web, noting how new use
cases have led to a shift fromauthentication to authorisation protocols, and the formalisation
of authentication properties as used in today’s protocol analysis tools. On accountability, the
focus is on the management and protection of audit logs. The surveillance of logs to detect
attacks or inappropriate behaviour is described in the Security Operations & Incident Man-
agement Knowledge Area (Chapter 8) while the examination of evidence following a breach
of policy or attack is covered in the Forensics Knowledge Area (Chapter 9). Throughout the
KA, we will flag technical terms that appear in more than one meaning in the academic and
the trade literature.

13.1 INTRODUCTION
“All science is either physics or stamp collecting.” [Ernest Rutherford]

In some cases, IT systems may guarantee – by design – that no undesirable behaviour is
possible. In other cases, IT systems exhibit such a degree of flexibility – also by design –
that additional measures need to be taken to limit undesirable behaviour in accordance with
the given circumstances. As noted by Lessig, this can be done by code in the system that
excludes behaviour, whichwill violate certain rules, or it can be done by codes of conduct that
the users of the systemare expected to adhere to [1140]. In the latter case, disciplinary or legal
processes deal with those that had broken the rules. This is the context for authentication,
authorisation, and accountability.

Readers acquainted with the mores of academic writing may now expect definitions of core
terms,maybe some refinement of terminology, and then an overview of the latest approaches
in achieving authentication, authorisation, and accountability. Aswill be shown, this approach
fails at the first hurdle. These three terms are overloaded to an extent that provides ample
space for confusion and dispute. For example, authorisation stands both for the setting of
rules and for checking compliance with those very rules. Readers should thus be cautious
when studying the literature on this Knowledge Area.

Changes in the way IT is being used create their own challenges for taxonomies. How closely
should terms be tied to the environment in which they first emerged? There is a habit in the
trade and research literature of linking terms exclusively to a notional ‘traditional’ instantia-
tion of some generic concept, and inventing new fashionable terms for new environments,
even though the underlying concepts have not changed.
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13.2 CONTENT
This KA first addresses authorisation in the context of access control and presents the main
flavours of access control in use today. The section on access control in distributed sys-
tems explains concepts used when implementing access control across different sites. The
KA then moves to authentication, touching on user authentication and on authentication in
distributed systems, and concludes with a discussion of logging services that support ac-
countability.

13.3 AUTHORISATION
[1141, 1142, 1143, 1144, 1145]

In their seminal paper [1142], Lampson et al. postulate access control = authentication + autho-risation. We will follow this lead and present authorisation in the context of access control,
starting with an introduction to the concepts fundamental for this domain, followed by an
overview of different policy types. Libicki’s dictum, “connotation, not denotation, is the prob-
lem” [1146] also applies here, so we will pay particular attention to the attributes used when
setting access rules, and to the nature of the entities governed by those rules. Code-based ac-
cess control, mobile security, and Digital Rights Management will introduce new paradigms
to access control, without changing its substance. We will then present design options for
policy enforcement and discuss delegation and some important theoretical foundations of
access control.

13.3.1 Access Control
Access control is “the process of granting or denying specific requests . . . ” [1147]. This pro-
cess needs the following inputs

• Who issued the request?

• What is requested?

• Which rules are applicable when deciding on the request?

“Who” in the first question is dangerous. The word suggests that requests always come from
a person. This is inaccurate for two reasons. First, the source of a request could be a particu-
lar machine, a machine in a particular configuration, or a particular program, e.g. a particular
Android app. Secondly, at a technical level, requests in a machine are issued by a process,
not by a person. The question thus becomes, “for whom or what is the process speaking for
when making the request?” “What is requested” is frequently given as a combination of an
action to be performed and the object on which the action is to be performed. The rules are
logical expressions that evaluate to a decision. In the elementary case, the decision is permit
or deny. When policies get more elaborate, there may be reasons for adding an indeterminate
decision. A decision may also prescribe further actions to be performed, sometimes calledobligations.
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13.3.1.1 Core Concepts

The term ’security policy’ is used both for the general rules within an organisation that stipu-
late how sensitive resources should be protected, and for the rules enforced by IT systems
on the resources they manage. Sterne had coined the terms organisational policies and au-tomated policies to distinguish these two levels of discourse [1141].

When setting security policies, principal stands for the active entity in an access request.
When policies directly refer to users, as was the case in the early stages of IT security, useridentities serve as principals. Access control based on user identities is known as Identity-Based Access Control (IBAC). In security policies that refer to concepts such as roles or to
the program that issues a request, the principal is a role or a program. Principal may then
generally stand for any security attribute associated with the issuer of a request. With this
generalisation, any flavour of access control is by definition attribute-based access control
(see Section 13.3.1.4).

Subject stands for the active entity making a request when a system executes some pro-
gram. A subject speaks for a principal when the runtime environment associates the subject
with the principal in an unforgeable manner. The original example for creating a subject that
speaks for a principal is user log-in, spawning a process running under the user identity of
the person that had been authenticated. The research literature does not always maintain
this distinction between principals and subjects and one may find security policies referring
to subjects. When policies refer to attributes of a user but not to the user’s identity, user iden-
tities become a layer of indirection between principals and subjects [1148].

A subject is created, e.g., at log-in, and can be terminated, e.g. at log-out. Similarly, user iden-
tities are created through some administrative action and can be terminated, e.g., by deleting
a user account. In practice, subjects have considerably shorter lifetimes than user identities.
Processes that control industrial plants are a rare example of subjects that could live forever,
but could be killed by system crashes.

Object is the passive entity in an access request.Access operations define how an objectmay
be accessed by a subject. Access operations can be as elementary as read, write, execute
in Linux, they can be programs such as setuid programs in Linux, and they can be entire
workflows as in some flavours of UCON (Section 13.3.1.8).

Access rights express how a principal may access an object. In situations where there is a
direct match between access operations and access rights, the conceptual distinction be-
tween access operations and access rights may not be maintained. Permission is frequently
used as a synonym for access right. Privilege may also be used as a synonym for access
right, e.g., Oracle9i Database Concepts Release 2 (9.2) states:

“A privilege is permission to access a named object in a prescribed manner . . . ”

Other systems, such as Windows, make a distinction between access rights and privileges,
using privilege specifically for the right to access system resources and to perform system-
related tasks. Operating systems and databases often have a range of system privileges that
are required for system administration.

The reference monitor (more details in Section 13.3.2.2) is the component that decides on
access requests according to the given policy.
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13.3.1.2 Security Policies

Automated security policies are a collection of rules. The rules specify the access rights a
principal has on an object. Conceptually, a policy could then be expressed as an Access Con-trol Matrix with rows indexed by principals and columns indexed by objects [1135]. AccessControl Lists (ACLs) stored with the objects correspond to the columns of this matrix; capa-bilities stored with principals correspond to the rows of this matrix (also see the Operating
Systems & Virtualisation Knowledge Area (Chapter 11)).

Discretionary Access Control (DAC) and Mandatory Access Control (MAC) are two core poli-
cies formulated in the 1970s in the context of the US defence sector. Discretionary access
control policies assign the right to access protected resources to individual user identities,
at the discretion of the resource owner. In the literature, DACmay generically refer to policies
set by resource owners but also to policies referring directly to user identities, i.e., to IBAC.

Mandatory access control policies label subjects and objects with security levels. The set
of security levels is partially ordered, with a least upper bound and a greatest lower bound
operator. The security levels thus form a lattice. In the literature, MACmay generically refer to
policies mandated by the system as, e.g., in Security-Enhanced Linux (SELinux) [1149, 1150]
and in Security-Enhanced (SE) Android [1151], or to policies based on security levels as in past
products such as Trusted Xenix or Trusted Oracle. Policies of the latter type are also known
as multi-level security policies and as lattice-based policies.
13.3.1.3 Role-based Access Control

In Role-Based Access Control (RBAC), roles are an intermediate layer between users and the
permissions to execute certain operations. Operations can be well-formed transactions with
built-in integrity checks that mediate the access to objects. Users are assigned roles and are
authorised to execute the operations linked to their active role. Separation of Duties (SoD)
refers to policies that stop single users from becoming too powerful. Examples for SoD are
rules stating that more than one user must be involved to complete some transaction, rules
stating that a user permitted to perform one set of transactions is not permitted to perform
some other set of transactions, the separation between front office and back office in finan-
cial trading firms is an example, or rules stating that policy administrators may not assign
permissions to themselves. Static SoD rules are considered during user-role assignment, dy-
namic SoD must be enforced when a role is activated. The NIST RBAC model [1144] distin-
guishes between:

• Flat RBAC: users are assigned to roles and roles to permissions to operations; users
get permissions to execute procedures via role membership; user-role reviews are sup-
ported.

• Hierarchical RBAC: adds support for role hierarchies.

• Constrained RBAC: adds separation of duties.

• Symmetric RBAC: adds support for permission-role reviews, which may be difficult to
achieve in large distributed systems.

Many commercial systems support some flavour of role-based access control, without nec-
essarily adhering to the formal specifications of RBAC published in the research literature.
RBAC is an elegant and intuitive concept, but may become quite messy in deployment as
suggested by comments in an empirical study on the use of RBAC [1152]. Practitioners note

KA Authentication, Authorisation & Accountability (AAA) | October 2019 Page 429

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

that RBACworks as long as every user has only one role, or that “the enormous effort required
for designing the role structure and populating role data” constitutes an inhibitor for RBAC.

13.3.1.4 Attribute-based Access Control

Attribute-BasedAccessControl (ABAC) is defined in [1153] as a “logical access controlmethod-ology where authorisation to perform a set of operations is determined by evaluating attributesassociated with the subject, object, requested operations, and, in some cases, environmentconditions against policy, rules, or relationships that describe the allowable operations for agiven set of attributes”. This is a generic definition of access control that no longer reserves
a special place to the user or to the user’s role, reflecting how the use of IT systems has
changed over time.

Access control may be performed in an application or in the infrastructure supporting the
application. Access control in an infrastructure uses generic attributes and operations. The
Linux access control systemmay serve as an example. Access control in an application uses
application-specific attributes and operations. In this distinction, ABAC can be viewed as a
synonym for application-level access control.

13.3.1.5 Code-based Access Control

Code-Based Access Control (CBAC) assigns access rights to executables. Policies may refer
to code origin, to code identity (e.g., the hash of an executable), or to other properties of the
executable, rather than to the identity of the user who had launched the executable. Origin
can subsume the domain the code was obtained from, the identity of the code signer, a spe-
cific name space (.NET had experimented with strong names, i.e. bare public keys serving as
names for name spaces), and more. CBAC can be found in the Java security model [1154]
and in Microsoft’s .NET architecture [1155].

The reference monitor in CBAC typically performs a stack walk to check that all callers have
been granted the required access rights. The stack walk addresses the confused deputy prob-lem [1156], where an unprivileged attacker manipulates a system via calls to privileged code
(the confused deputy). Controlled invocation is implemented through assert statements; a
stack walk for an access right will stop at a caller that asserts this right.

13.3.1.6 Mobile Security

Smartphones typically have a single owner, hold private user data, offer communication func-
tions ranging from cell phone to NFC, can observe their surroundings via camera and micro-
phone, and can determine their location, e.g., via GPS. On smartphones, apps are the prin-
cipals for access control. The objects of access control are the sensitive data stored on a
phone and the sensitive device functions on a phone.

Access control on a smartphone addresses the privacy requirements of the owner and the
integrity requirements of the platform. Android, for example, divides permission groups into
normal, dangerous, and signature permissions. Normal permissions do not raise privacy or
platform integrity concerns; apps do not need approval when asserting such permissions.
Dangerous permissions can impact privacy and need user approval. Up to Android 6.0, users
had to decide whether to authorise a requested permission when installing an app. User stud-
ies showed that permissions were authorised too freely due to a general lack of understand-
ing and risk awareness, see e.g. [1157]. Since Android 6.0, users are asked to authorise a per-
mission when it is first needed. Signature permissions have an impact on platform integrity
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and can only be used by apps authorised by the platform provider; app and permission have
to be signed by the same private key. For further details see theWeb &Mobile Security Knowl-
edge Area (Chapter 15).

13.3.1.7 Digital Rights Management

Digital Rights Management (DRM) has its origin in the entertainment sector. Uncontrolled
copying of digital content such as games, movies or music would seriously impair the busi-
ness models of content producers and distributors. These parties hence have an interest in
controlling how their content can be accessed and used on their customers’ devices. Poli-
cies can regulate the number of times content can be accessed, how long content can be
sampled for free, the number of devices it can be accessed from, or the pricing of content
access.

DRM turns the familiar access control paradigmon its head. DRM imposes the security policy
of an external party on the system owner rather than protecting the system owner from exter-
nal parties. Superdistribution captures the scenario where data are distributed in protected
containers and can be freely redistributed. Labels specifying the terms of use are attached to
the containers. The data can only be used onmachines equippedwith a so-called Superdistri-
bution Label Reader that can unpack the container and track (and report) the usage of data,
and enforce the terms of use [1158]. The search for such a tamper resistant enforcement
mechanism was one of the driving forces of Trusted Computing.

The level of tamper resistance required depends on the anticipated threats. Trusted Platform
Modules are a hardware solution giving a high degree of assurance. Enclaves in Intel SGX are
a solution in system software. Document readers that do not permit copying implement this
concept within an application. Sticky policies pursue a related idea [1159]; policies stick to an
object and are evaluated whenever the object is accessed.

Attestation provides trustworthy information about a platform’s configuration. Direct anony-mous attestation implements this service in a way that protects user privacy [1160]. Remote
attestation can be used with security policies that are predicated on the software running on
a remotemachine. For example, a content owner could check the software configuration at a
destination before releasing content. In the FIDO Universal Authentication Framework (FIDO
UAF) just the model of the authenticator device is attested. All devices of a given model hold
the same private attestation key [1161].

For a brief period, it was fashionable to use Digital Rights Management as the generic term
subsuming ‘traditional’ access control as a special case.

13.3.1.8 Usage Control

Usage Control (UCON)was proposed as a framework encompassing authorisations based on
the attributes of subject and object, obligations, and conditions [1143]. In [1143], obligations
are additional actions a user has to perform to be granted access, e.g., clicking on a link
to agree to the terms of use. In today’s use of the term, obligations may also be actions
the system has to perform, e.g., logging an access request. Such actions may have to be
performed before, during or after an access happens. Conditions are aspects independent
of subject and object, e.g., time of day when a policy permits access only during office hours
or the location of the machine access is requested from. Examples for the latter are policies
permitting certain requests only when issued from the system console, giving access only
from machines in the local network, or policies that consider the country attributed to the IP
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address a request comes from.Many concepts fromUCON have been adopted in the XACML
3.0 standard [1162].

Usage control may also include provisions for what happens after an object is accessed, e.g.,
that a document can be read but its content cannot be copied or adjustment of attributes
after an access has been performed, e.g., decrementing the counter of free articles a visitor
may access. In another interpretation, ‘traditional’ access control deals with the elementary
access operations found at an infrastructure level while usage control addresses entire work
flows at the application level. In telecom services, usage control may put limits on traffic
volume.

13.3.2 Enforcing Access Control
To enforce a security policy, this policy first has to be set. For a given request, a decision has
to be made about whether the request complies with the policy, which may need additional
information from other sources. Finally, the decision has to be conveyed to the component
that manages the resource requested. In the terminology of XACML, this involves

• Policy Administration Points where policies are set,

• Policy Decision Points where decisions are made,

• Policy Information Points that can be queried for further inputs to the decision algo-
rithm,

• Policy Enforcement Points that execute the decision.

13.3.2.1 Delegation and Revocation

Delegation and granting of access rights both refer to situations where a principal, or a sub-
ject, gets an access right from someone else. The research literature does not have firm
definitions for those terms, and the trade literature even less so. Granting tends to be used
in a generic sense; granted access rights often refer to the current access rights of a subject
that delivers a request to a referencemonitor. Delegation is sometimes, but not always, used
more narrowly for granting short-lived access rights during the execution of a process. For
example, XACML distinguishes between policy administration and dynamic delegation that“permits some users to create policies of limited duration to delegate certain capabilities toothers” [1163].
A second possible distinction lets delegation refer only to the granting of access rights held
by the delegator, while granting access also includes situations where a managing principal
assigns access rights to others but is not permitted to exercise those rights itself.

Rights may not always be granted in perpetuity. The grantor may set an expiry date on the
delegation, a right may be valid only for the current session, or there may be a revocation
mechanism such as the Online Certificate Status Protocol (OCSP) for X.509 certificates (see
Section 13.4.1). OCSP is supported by all major browsers. Revocation lists are suitable when
online checks are not feasible and when it is known in advance where a granted right may be
consumed.
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13.3.2.2 Reference Monitor
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Figure 13.1: Access Control = Authentication + Authorisation.

In its original definition, the reference monitor was the abstract machine mediating all ac-
cesses by subjects to objects. The security kernel was a trustworthy implementation of the
reference monitor. The Trusted Computing Base (TCB) was the totality of protection mecha-
nismswithin a computer system responsible for enforcing a security policy (definitions follow
[1164]). There has been some interpretation creep since. The reference monitor component
in current operating systems, e.g., the Security ReferenceMonitor inWindows, would actually
be the security kernel from above, and TCB is today sometimes used in a limited sense to
stand only for the security kernel. A reference monitor performs two tasks.

• It authenticates any evidence supplied by the subject with an access request. Tradition-
ally, the user identity the subject was speaking for was authenticated.

• It evaluates the request with respect to the given policy. The early literature on access
control refers to this task as authorisation (of the request), see e.g., [1142].

However, authorisation also stands for the process of setting a security policy; principals
are authorised to access certain resources. This overloads the term authorisation, applying
it both to principals and to requests, but with different meanings. A convention that refers
to “authorised principals” and “approved requests” would resolve this issue. Figure 13.1 rep-
resents the view of access control adopted in operating systems research around 1990. In
Section 13.5.3.4, authorisation will stand for the granting of access rights to principals.

The decision algorithm executed by the reference monitor has to identify the applicable poli-
cies and rules, and try to collect the evidence those rules refer to from Policy InformationPoints. For situations where more than one rule is applicable for a given request, rule com-bining algorithms specify the final decision.

13.3.2.3 Types of Reference Monitors

Schneider describes three types of reference monitors [1145]:

• Reference monitors that only see the system calls to protected resources, but not the
entire program executed. This type of reference monitor, called execution monitor in
[1145], is implemented in many operating systems.

• Reference monitors that can see the entire program and analyse its future behaviour
before making an access control decision.

• Instructions guarding all security relevant operations are in-lined into the program; in
all other respects the in-lined program should behave as before. This type of reference
monitor, called in-line reference monitor in [1145], is mostly used to deal with software
security issues, see e.g. [1165].
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13.3.3 Theory
13.3.3.1 Security Models

Security models are high-level specifications of systems intended to enforce certain security
policies. Such models can be used in a formal security analysis to show that a lower-level
specification faithfully implements the model.

The Bell-LaPadula (BLP) model [23] is a state machine model for discretionary and manda-
tory access control policies that adapted existing rules governing access to classified data to
IT systems. Themandatory access control policies state that a subject can only read objects
at its own or at a lower level (no read up). To prevent unauthorised declassification of data,
a subject may only write to objects at its own or at a higher level (∗-property, no write down).
The SeaViewmodel extends the BLP policies tomulti-level secure relational databases [1166].Polyinstantiation of database entries, i.e., keeping separate entries at the different security
levels, is used to prevent integrity checks from causing information leaks. BLP was highly
influential in computer security into the 1990s.

The Bibamodel captures integrity policies based on integrity levels [24]. The access rules are
the dual of the BLP model, no read down and no write up, but have no predecessors in the
world of paper documents. The low watermark policies in Biba introduce dynamic policies
(mutable in the terminology of UCON, Section 13.3.1.8) that adapt the integrity level of an
object depending on the integrity level of the subject performing the access operation.

The Clark-Wilson model [25] places well-formed transactions as an intermediate layer be-
tween principals and objects; constrained data items can only be accessed via those trans-
actions; users (principals) are ‘labelled’ with the transactions they are authorised to execute.
This model captures the way data are processed in enterprise systems. The Chinese Wall
model [1167] formalises dynamic conflict of interest policies that apply in financial consul-
tancy businesses when working for clients that are commercial competitors. Hence, the act
of accessing data for one client dynamically removes permissions to access data from other
clients in the relevant conflict-of-interest class.

The Harrison, Ruzo, and Ullman model (HRU) [1168] provides a context for examining a core
question in policy management: is it possible to decide whether an access right may leak
to a subject through some sequence of commands? This problem is undecidable in general,
but may be decidable under certain restrictions.

13.3.3.2 Enforceable Policies

Schneider has examined the relationship between different kinds of security policies and
different kinds of reference monitors [1145]. Security policies are defined as predicates over
execution traces, taking a broader view than Section 13.3.1.2 where rules applied to individual
access operations. Policies that only consider the given execution trace are called properties.
Information flow policies that require an execution trace to be indistinguishable from some
benign execution trace are thus not properties. It is shown that only safety properties can be
enforced by execution monitors (see Section 13.3.2.3).
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13.3.3.3 Access Control Logics

Access control and delegation logics [1169] specify calculi for reasoning about composite
principals in distributed systems. The calculus for access control in distributed systems
[1170] was developed as a formal specification for parts of the Digital Distributed Systems
Security Architecture. In such an architecture, cryptographically secured sessions can be es-
tablished between parties. For example, when a session is established with a principal on
some other machine, the session key can be treated as a subject for access control thatspeaks for that principal.
13.4 ACCESS CONTROL IN DISTRIBUTED SYSTEMS

[1171, 1172, 1173, 1174]

Access control in distributed systems deals with technology issues and with organisational
issues. Any distributed systemneedsmechanisms for securely transmitting access requests,
attributes, policies, and decisions between nodes. These mechanisms are largely based on
cryptography. The requirement for mechanisms that identify and retrieve all policies relevant
for a given request may become more pronounced than in centralised settings.

In federated systems where several organisations collaborate, security policies can be set by
different parties. This demands some common understanding of the names of principals, at-
tributes, and attribute values so that policies issued by one party can be used in decisions by
some other party. Arriving at such a common understanding adds to the practical challenges
for RBAC listed in Section 13.3.1.3.

We first introduce core concepts for this domain. We will then cover origin-based access con-
trol, examining cross-site scripting from the viewpoint of access control. Federated Access
Control and the use of cryptography in access control are explored further.

13.4.1 Core Concepts
The literature on access control in distributed systems uses the following related terms, but
the distinction between those terms is fluid.

• A certificate is a digitally signed data structure, created by an issuer, binding a sub-
ject (not to be confused with the term subject as introduced earlier) to some further
attributes. The emphasis is on protection by a digital signature.

• A credential is something presented to gain access. Examples for credentials are pass-
words or fingerprints. In distributed systems, a credential can be a data structure con-
taining attributes of the subject. The emphasis is on evidence submitted to the decision
algorithm.

• A token records (‘encapsulates’) the result of some authorisation decision. For exam-
ple, in operating systems the access token contains the security credentials for a login
session. The emphasis is on conveying the result of an access decision to some en-
forcement point. So-called bearer tokens are not tied to a specific subject and can be
used by anyone in possession of the token.

X.509 certificates [1175] can be used for implementing user-centric access control. Identity
certificates bind user identities to public verification keys. Attribute certificates bind user
identities to access rights. Attribute certificates correspond closely to ACL entries.
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13.4.2 Origin-based Policies
In web applications, clients and servers communicate via the HTTP protocol. The client
browser sends HTTP requests; the server returns result pages. The browser represents the
page internally in the document object in the Document Object Model (DOM). Security poli-
cies specify which resources a script in a web page is allowed to access, or which servers an
XMLHttpRequest may refer to. Web applications are thus the principals in access control.
By convention, principal names are the domain names of the server hosting an application;
the policy decision point (cf. Section 13.3.2) at the client side is located in the browser.

The prototype policy for web applications is the Same-Origin-Policy (SOP), stating that a script
may only connect back to the origin it came from or that an HTTP cookie is only included
in requests to the domain that had placed the cookie. Two pages have the same origin if
they share protocol, host name and port number. Certain actions may be exempt from the
same origin policy. For example, a web pagemay contain links to images fromother domains,
reflecting a view that images are innocuous data without malign side effects. There exist
variations of the SOP, e.g., policies for cookies that also consider the directory path. There is
also the option to set the HttpOnly flag in a Set-Cookie HTTP response header so that
the cookie cannot be accessed by client side scripts.

Sender Policy Framework (SPF) [1176] implements origin-based access control in the email
system as a measure against spoofing the sending domain of an email. Domain owners
publish SPF policies in their DNS zone. An SMTP server can then use the domain part of
the MAIL FROM identity to look up the policy and consult this policy to check whether the IP
address of the SMTP client is authorised to send mail from that domain.

13.4.2.1 Cross-site Scripting

Cross-site scripting attacks on web applications can be treated as cases of failed authenti-
cation in access control. The browser lets all scripts that arrive in a web page speak for the
origin of that page. A browser would then run a script injected by the attacker in the context
of an origin other than the attacker’s. Content Security Policy (CSP) refines SOP-based ac-
cess control. The web server conveys a policy to the browser that characterises the scripts
authorised to speak for that server [1173]. Typically, this is done by specifying a directory path
on the web server where authorised scripts (and other web elements) will be placed.

The use of CSP in practice has been examined in [1177], observing that the unsafe-inline
directive disabling CSP for all pages from a given domain was widely used. This is a famil-
iar policy management issue. A new security mechanism is deployed but quickly disabled
because it interferes too much with established practices. Moreover, CSP had an inherent
vulnerability related to callbacks. Callbacks are names of scripts passed as arguments to
other (authorised) scripts, but arguments are not covered by CSP. In strict CSP policies, the
server declares a nonce in the CSP policy it sends to the client as the script source. The
server also includes this nonce as an attribute in all scripts fetched by the client. The client’s
browser only accepts scripts that contain this nonce as an attribute. Nonces must only be
used once and must be unpredictable.
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13.4.2.2 Cross-origin Resource Sharing

When mashups of web applications became popular, this exposed another limitation of
the same origin policy: there was no built-in mechanism for specifying exceptions to the
SOP. Mashup designers initially had to find ways of circumventing the SOP enforced by the
browsers. The Cross-Origin Resource Sharing (CORS) protocol was then introduced to sup-
port policies for sharing resources cross-origin [1178]. When a script requests a connection
to a target other than its own origin, the browser asks the target to authorise the connection
request. The decision at the target considers evidence supplied by the browser, such as the
origin of the script or user credentials associated with the request.

CORS specifies a set of HTTP headers to facilitate this exchange. Preflight Requests in-
clude an Access-Control-Request-Method header that informs the target about the
access intended. The response lists methods and headers the target grants to the given
origin. CORS requests are by default sent without user credentials. The target can set the
Access-Control-Allow-Credentials: true header to indicate that user credentials
may be provided with requests to access a resource. The target must also specify an origin
in the Access-Control-Allow-Origin header. Otherwise, the browser will not pass on
the target’s response to the script that had made the request.

13.4.3 Federated Access Control
When organisations join to form a federated security domain, the import of identities, cre-
dentials, policy rules, and decisions from different contexts (name spaces) becomes an im-
portant security issue. A federationmay have several Policy Administration Pointswhere poli-
cies are defined, Policy Decision Pointswhere decisions on access requests are made, PolicyEnforcement Points where the decisions are enforced, and Policy Information Points where
additional evidence required for evaluating an access request can be obtained.

Trust management as originally conceived in PolicyMaker [1171] refers to access control sys-
tems for such scenarios. Federated identity management deals with the management of dig-
ital identities in a federation, and in particular with single sign-on in a federation. In Web
Services, related standards for authentication (SAML, Section 13.5.3.3) and access control
(XACML) have been defined. OAuth 2.0 and OpenID Connect (Section 13.5.3.4) provide user
authentication and authorisation via access tokens.

Binder is an instance of a federated access control system [1172]. The Binder policy language
is based on Datalog. Policies are logical clauses. Binder contexts are identified by public keys
and export statements by signing them with the corresponding private key. The decision
algorithm is monotonic; presenting more evidence cannot reduce the access rights granted.

13.4.4 Cryptography and Access Control
Access control mechanisms in an operating system implement a logical defence. Access
requests passed via the reference monitor will be policed. This includes requests for direct
memory access. However, data are stored in the clear and a party with physical access to the
storagemediumcan retrieve the data and thus bypass logical access control.When solutions
for the protection of unclassified but sensitive data were evaluated in the U.S. in the 1970s, it
was decided that encrypting the data was the best way forward. Access control would then
be applied to the keys needed to unlock the data.
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13.4.4.1 Attribute-Based Encryption

Cloud computing has raised the interest in access control on encrypted data over the past
decade. Storing data in encrypted form protects their confidentiality but creates a key man-
agement challenge. Attribute-Based Encryption (ABE) addresses this challenge by construct-
ing encryption schemes that enforce attribute-based decryption policies. Policies are logical
predicates over attributes, represented as access structures. The Key Generator is a Trusted
Third Party that generates private keys and has to check a user’s policy / attributes before
issuing a private key. The Key Generator is thus in a position to recreate private keys.

Key-Policy Attribute-Based Encryption (KP-ABE) works with policies that define a user’s ac-
cess rights [1174]. From the corresponding access structure, the Key Generator creates a pri-
vate decryption key. Documents are encrypted under a set of attributes. In Ciphertext-Policy
Attribute-Based Encryption (CP-ABE) [1179], the policy refers to the document and the access
structure is used for encryption. The user’s private key created by the Key Generator depends
on the user’s attribute set. In both variants, decryption is possible if and only if the given at-
tribute set satisfies the given access structure.

A study of the feasibility of ABE in realistic dynamic settings had concluded that the over-
heads incurred by those schemes were still prohibitive [1180]. Efficient encryption and de-
cryption do not necessarily imply an efficient access control system.

13.4.4.2 Key-centric Access Control

In distributed systems, access requests may be digitally signed. Access rights could then
be granted directly to the public verification key without the need to bind the public key to
some other principal. SPKI/SDSI uses authorisation certificates for implementing key centric
access control, where (names of) public keys are bound to access rights [1181]. The right to
further delegate an access right is controlled by a delegation flag.

Cryptographic keys are rarely suitable principals for access control, however. They would
need to have an obvious meaning in the application domain that provides the context for a
given security policy. Inmost cases, cryptographic keyswould be subjects speaking for some
principal. Constrained delegation refines the basic delegation mechanism of SPKI/SDSI so
that separation of duties policies can be enforced [1182].

13.5 AUTHENTICATION
[1183, 1184, 1185, 1186, 1187, 1188]

Authentication in a narrow sense verifies the identity of a user logging in – locally or remotely
– and binds the corresponding user identity to a subject. User authentication based on pass-
words is a common method. Some applications have adopted biometric authentication as
an alternative. Authentication in distributed systems often entails key establishment. Some
security taxonomies thus reduce authentication to a ‘heartbeat’ property to separate authen-
tication from key establishment. The design of authentication protocols is a mature area in
security research with good tool support for formal analysis. Standard protocols such as
Kerberos, SAML, or OAuth are deployed widely today.

We will give a brief overview of identity management before moving to password-based and
biometric user authentication. We then cover authentication protocols from the Needham-
Schroeder protocol via Kerberos and SAML to OAuth 2.0, observing that OAuth 2.0 is more

KA Authentication, Authorisation & Accountability (AAA) | October 2019 Page 438

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

of an authorisation protocol than an authentication protocol. We conclude with an overview
of formalisations of authentication properties that serve as the basis for a formal analysis
of authentication protocols.

13.5.1 Identity Management
Following NIST, “identity management systems are responsible for the creation, use, and ter-mination of electronic identities”. This includes operational aspects when creating and delet-
ing electronic identities. On creation, one question is how strongly electronic identities must
be linked to persons. In some sensitive areas, strong links have to be established and doc-
umented. For example, money laundering rules may demand a thorough verification of an
account holder’s identity. In other areas, electronic identities need not to be tied to a person.Privacy by design implies that such applications should use electronic identities that cannot
be linked to persons. Identity management may also link access rights to an electronic iden-
tity, either directly or via some layer of indirection such as a role. Electronic identities should
be terminated when they are no longer required, e.g. when a person leaves an organisation.
Care has to be taken that this is done on all systems where this identity had been registered.

Electronic identities exist at different layers. There are identities for internal systempurposes,
such as user identities in an operating system. These identities must be locally unique and
could be created by system administrators (Linux). This can lead to problems when an iden-
tity is taken out of use and re-assigned later. The new user may get unintended access to
resources the predecessor had access to. When organisations merge, collisions between
identities may arise that identity management then must address. Alternatively, identities
could be long random strings (Windows). The probability for one of the problems just men-
tioned to arise is then negligible, but when a user account is re-created, a new random identity
is assigned so access rights have to be reassigned from scratch.

Electronic identities such as user names and email addresses could be random strings, but
it is often preferable to assign understandable identities. There is, for example, merit in com-
municating with meaningful email addresses. Email addresses can be taken out of use and
re-assigned later, but a user may then receive emails intended for its previous owner.

Web applications often use email addresses as electronic identities. This is convenient for
contacting the user, and it is convenient for users as they do not have to remember a new
identity. There are alternatives, such as FIDO UAF (Section 13.5.2.3), where electronic iden-
tities are randomly created public keys and a back channel for resetting passwords is not
required as no passwords are used.

Identity management can also be viewed from a person’s perspective. A person using differ-
ent identities with different organisations may want to manage how identities are revealed
to other parties.
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13.5.2 User Authentication
Access requests are issued by subjects. Subjects can be associated with security attributes
when they are created or during their lifetime. Authentication can then be viewed as the ser-
vice that validates the security attributes of a subject when it is created. When subjects are
created due to some user action, and when their security attributes depend on the corre-
sponding user identity, user authentication has to give a reasonable degree of assurance that
the user identity linked to the subject belongs to the user who had triggered the creation of
the subject. The degree of assurance (strength of authentication) should be commensurate
with the severity of the risk one wants to mitigate. The term risk-based authentication thus
states the obvious.

User authentication can also support accountability, as further elaborated in Section 13.6.Authentication ceremony refers to the steps a user has to go through to be authenticated.

There are access control systems where the security attributes of a subject persist through-
out the lifetime of that subject. Many operating systems adopt this approach. Policy changes
do not affect active processes, but the lifetime of subjects is limited, which limits the period
when the new policy is not applied consistently. Alternatively, the attributes of a subject are
checked each time it issues a request. For example, a user already logged in to a banking
application is authenticated again when requesting a funds transfer. When the focus moves
from the subject to individual requests, authentication can be viewed as the service that
checks the validity of the security attributes submitted with the request to the decision algo-
rithm.

13.5.2.1 Passwords

When passwords are employed for user authentication, protective measures at the system
side include the storing of hashed (Unix, Linux) or encrypted (Windows) passwords, the salt-
ing of passwords, and shadow password files that move sensitive data out of world-readable
password files. Protective measures at the user side include guidance on the proper choice
and handling of passwords, and security awareness programs that try to instil behaviour that
assures the link between a person and a principal. Recommendations in this area are chang-
ing. The Digital Identity Guidelines published by NIST build on assessments of the observed
effectiveness of previous password rules and reflect the fact that users today have to man-
age passwords for multiple accounts [1188]. The new recommendations advise

• against automatic password expiry; passwords should only be changed when there is
a reason;

• against rules for complex passwords; password length matters more than complexity;

• against password hints or knowledge-based authentication; in an era of social networks
too much information about a person can be found in public sources;

• to enable “show password while typing” and to allow paste-in password fields.

Password-based protocols for remote authentication are RADIUS, DIAMETER (both covered
in the Network Security Knowledge Area (Chapter 17)), HTTP Digest Authentication, and to
some extent Kerberos (Section 13.5.3.2). Password guidance is further discussed in the Hu-
man Factors Knowledge Area (Chapter 4).
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13.5.2.2 Biometrics for Authentication

Numerouswell-rehearsed arguments explainwhy passwordswork poorly in practice. Biomet-
rics are an alternative that avoids the cognitive load attached to password-based authentica-
tion. Fingerprint and face recognition are the two main methods deployed for biometric user
authentication, known as verification in that domain.

Biometric features must be sufficiently unique to distinguish between users, but fingerprints
or faces cannot be considered as secrets. Fingerprints are left in many places, for example.
Biometric features are thus better treated as public information when conducting a security
analysis and the process of capturing the features during authentication has to offer an ade-
quate level of liveness detection, be it through supervision of that process or through device
features. Employing biometrics for user authentication makes the following assumptions:

• The biometric features uniquely identify a person; face, fingerprints, and iris patterns
may serve as examples.

• The features are stable; the effects of aging on fingerprint recognition are surveyed, e.g.,
in [1189].

• The features can be conveniently captured in operational settings.

• The features cannot be spoofed during user authentication.

User authentication, known as verification in biometrics, starts from a template captured by
a device. From the template, a feature vector is extracted. For example, the template may be
the image of a fingerprint, the features are the positions of so-calledminutiae (ridge endings,
bifurcations, whorls, etc.). Users initially register a reference feature vector. During authenti-
cation, a new template is captured, features are extracted and compared with the reference
values. A user is authenticated if the number of matching features exceeds a given threshold.
This process may fail for various reasons:

• Failure to capture: this may happen at registration when it is not possible to extract a
sufficient number of features, or during authentication.

• False rejects: the genuine user is rejected because the number of matches between
reference features and extracted features is insufficient.

• False accepts: a wrong user is accepted as the matching threshold is exceeded.

• Spoofing: to deceive the device capturing the template, some object carrying the user’s
features is presented. Liveness detection tries to ensure that templates are captured
from the very person that is being authenticated [1190].

Biometric authentication based on face recognition or fingerprints is used increasingly at
automated border control gates [1191]. It has also become a feature on mobile devices, see
e.g. [1192]. A survey of the current state-of-the-art approaches to biometric authentication is
given in [1193].
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13.5.2.3 Authentication Tokens

Authentication by password relies on “something you know”. Biometric authentication builds
on “who you are”. In a further alternative, users are issued with a device (a.k.a. token or secu-rity key, not to be confused with a cryptographic key) that computes a OTP synchronised with
the authenticator, or a response to a challenge set by the authenticator. Possession of the
device is then necessary for successful authentication, which is thus based on “something
you have”.

A token could be a small hand-held device with an LED display for showing an OTP that
the user enters in a log-in form; RSA SecureID and YubiKey are examples for this type of
token. A token could come with a numeric keypad in addition to the LED display and with a
‘sign’ button. The holder could then receive a challenge, e.g., an 8-digit number, enter it at the
keypad, press ‘sign’ to ask the token to compute and display the response, and then enter
the response in a log-in form. Some e-banking services use this type of token for account
holder authentication. With PhotoTAN devices, the challenge is sent as a QR code to the
user’s computer and scanned from the screen by the PhotoTAN device. When authentication
is based on a secret shared between token and server, different tokens must be used for
different servers.

The FIDO authenticator is a token that can create public key / private key pairs; public keys
serve as identifiers, private keys are used for generating digital signatures [1161]. In FIDO
UAF, users register a public key with a server. The same token can be used for different
servers, but with different keys. User authentication is based on a challenge-response pattern
(Section 13.5.4.1), where the user’s authenticator digitally signs the response to the server’s
challenge. The response is verified using the public key registered with the server.

In some applications, possession of the token is sufficient for user authentication. In other
applications, authentication is a two-stage process. First, the token authenticates the user,
e.g., based on a PIN or a fingerprint. In a second stage, the server authenticates the token. It
will depend on the threat model whether ‘weak’ authentication in the first stage and ‘strong’
authentication in the second stage can provide adequate security.

Apps on smartphones can provide the same functionality as authentication tokens, but smart-
phones are not dedicated security devices. User authentication may then be compromised
via attacks on the smartphone. This may become even easier when smartphones come with
a secondary authentication mechanism for use when a device is partially locked, with a less
onerous but also less secure authentication ceremony. This creates a conflict between the
interests of smartphone manufacturers who value ease-of-use of a communications device,
and the interests of the providers of sensitive applications searching for a security token.

13.5.2.4 Behavioural Authentication

Behavioural authentication analyses “what you do”, lending itself naturally to continuous au-thentication. Keystroke dynamics [1194, 1195] can be captured without dedicated equipment.
Characteristic features of hand writing are writing speed and pen pressure [1196]. Here, spe-
cial pens or writing pads need to be deployed. Voice recognition needs a microphone. Smart-
phones come with various sensors such as touch screens and microphones that are being
utilised for behavioural authentication today. The requirements on behavioural authentication
are the same as those listed in Section 13.5.2.2:

• The behavioural features uniquely identify a person.
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• The features are stable and unaffected by temporary impairments.

• The features can be conveniently captured in operational settings.

• The features cannot be spoofed during user authentication.

Advocates of continuous authentication promise minimum friction, maximum security. Be-
havioural authentication does not inconvenience the user with authentication ceremonies,
but variations in user behaviour may cause false rejects. For example, how will a severe cold
affect voice recognition? There needs to be a smooth fall-back when behavioural authenti-
cation fails. Security depends on the strength of liveness detection. For example, will voice
recognition detect synthesised speech or a very proficient human voice imitator? Without
a precise threat model, behavioural authentication can only offer uncertain security guaran-
tees. There is a growing research literature on different modes of behavioural authentication.
Criteria for assessing the actual contributions of this research include sample size and com-
position, whether longitudinal studies have been performed, the existence of an explicit threat
model and resistance to targeted impersonation attempts.

13.5.2.5 Two-factor Authentication 2FA

Multi-factor authentication combines several user authentication methods for increased se-
curity. The European Payment Services Directive 2 (PSD2, Directive (EU) 2015/2366), written
for the regulation of financial service providers, prescribes 2FA for online payments (with a
few exceptions). PSD2 thus is a case study on rolling out large scale 2FA solutions.

The two factors could be a password and an authentication token for computing Transaction
AuthenticationNumbers (TANs) uniquely tied to the content of a transaction. The token could
be a separate device; if the device is tied to one payment service only, customers would have
to carry multiple devices with them. For devices that can be used with several services, some
level of prior standardisation is required. The FIDO alliance has been promoting its standards
for PSD2 compliant two-factor authentication.

The token could be a smartphone registered with the service; customers could then install
apps for several services on the same device. This approach has been favoured by many
banks. However, when passwords (or PINs) and TANs are handled by the same device, the
two mechanisms are no longer independent, reducing the security gains claimed for 2FA.

In contrast to the European Trust Services and Electronic identification regulation (eID Direc-
tive - Regulation (EU) No 910/2014) that specifies requirements on secure signature creation
devices, PSD2 does not impose security requirements on the devices used for user authen-
tication but wants “to allow for the use of all common types of devices (such as computers,
tablets and mobile phones) for carrying out different payment services”. PSD2 and the eID
Directive thus strike different balances between ease-of-use and security, a trade-off notori-
ously difficult to get right.
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13.5.3 Authentication in Distributed Systems
When methods for user authentication in distributed systems were first designed, an authen-
ticated session took the place of a process speaking for the user. Authenticated sessions
were constructed on the basis of cryptographic keys. In the terminology of Section 13.3.1,
those session keys became the subjects of access control, and key establishment became a
core feature of the user authentication process.

13.5.3.1 Needham-Schroeder Protocol

The Needham-Schroeder protocol is a key establishment protocol that employs an authenti-
cation server as an intermediary between a client and a server [1183]. Client and server share
secret keys with the authentication server respectively. Nonces, values that are used only
once, are used as a defence against replay attacks. The client does not have to share indi-
vidual long term secrets with all servers it wants to access, it needs just one shared secret
with the authentication server. The authentication server issues a session key to client and
server, and has to be trusted to properly authenticate the client and the server.

13.5.3.2 Kerberos

The Kerberos protocol [1184] adapted the Needham-Schroeder protocol for user authentica-
tion at the MIT campus. Most major operating systems have since adopted (variations of)
Kerberos for user authentication.

Users share a password with a Kerberos Authentication Server (KAS) they are registered with.
From this password, the client and the KAS derive a symmetric encryption key. In its response
to a client request 1 the KAS sends an encrypted session key to the client, together with aticket containing that session key encrypted under a key shared between the KAS and the
server 2 . If the correct password is entered at the client, the session key can be decrypted.
The ticket is forwarded to the server 3 . Client and server now share the session key, and the
server can return an authenticator constructed with the session key 4 .

A Ticket Granting Server (TGS) may provide a further layer of indirection between client and
server. The KAS would issue a session key for the TGS and a Ticket Granting Ticket (TGT) to
the client. With the session key and the TGT, the client then requests a ticket for the resource
server. The TGS checks the TGT and can apply an access control policy to decide whether
to issue a ticket for use with the server. If the request is approved, the TGS issues another
session key and a ticket encrypted under a secret key shared between TGS and server.
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Figure 13.2: Message flow in the Kerberos protocol.
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13.5.3.3 SAML

The Security Assertion Markup Language (SAML) v2.0 defines meta-protocols for authenti-
cation in web services [1185]. Meta-protocols specify high-level message flows that can be
bound to various underlying protocols such as Kerberos. Applications that use SAML for au-
thentication then need not be aware of the underlying protocol used. Many cloud service
providers, e.g., AWS, Azure, IBM, are using SAML for user authentication via a browser.

Security tokens containing assertions are used to pass information about a principal (usually
an end user) between a SAML authority (a.k.a. Identity Provider (IdP) or asserting party), and
a SAML consumer (a.k.a. Service Provider (SP) or relying party). Assertions can be passed
via the client to the relying party (browser POST profile, Figure 13.3) or be pulled by the relying
party from the asserting party via a handle (artefact) passed via the client (browser artefact
profile, Figure 13.4). The specification of SAML messages and assertions is based on XML.

An authentication assertion has to include the name of the identity provider and the user
identity, but this is insufficient. This was shown to be the case by an attack against the im-
plementation of Service Provider-initiated single sign-on with Redirect/POST Bindings used
at that time in Google Applications [1197]. In this implementation, authentication assertions
included just the two aforementioned fields. A malicious Service Provider could ask a user
for authentication at a specific Identity Provider (step 0 in Figure 13.3) and then re-use the
assertion to impersonate the user with another Service Provider that relied on the chosen
Identity Provider and where the user was known by the same user identity, e.g., an email
address.

The specification of SAML Redirect/POST Bindings includes the Service Provider’s ID and a
request ID issued by the Service Provider in the authentication assertion. Hence, a Service
Provider would only accept an assertion issued in reaction to a pending authentication re-
quest.
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Figure 13.3: Message flow in the SAML POST profile.
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Figure 13.4: Message flow in the SAML artefact profile.
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SAML was introduced as a meta-protocol to isolate web services from underlying authenti-
cation protocols and from different underlying communication protocols. It was conceived
as a federated single sign-on protocol where the relying party decides how to use assertions
when making decisions according to its own security policy.

In the practical deployment of SAML, parsing XML documents – the price to be paid for em-
ploying a meta-protocol – can create non-trivial overheads and can introduce security vulner-
abilities. Furthermore, the advent of smartphones has made it easier to access the internet
from mobile user devices, removing one of the reasons for introducing a meta-protocol be-
tween web services and the underlying IT systems.

13.5.3.4 OAuth 2 – OpenID Connect

Newer protocols such as OAuth 2.0 [1186] and OpenID Connect [1198] run directly over HTTP
and provide authentication and authorisation. The parties involved include a user who owns
resources, the resource owner, a resource server that stores the user’s resources, a so-called
client application that wants to be granted access to those resources, and an Authorisation
Server (AS) that can authenticate users and client applications.

Clients have to be registered with the AS. They will receive a public client ID and a client
secret shared with the AS. This secret is used for establishing secure sessions between the
client and the AS. The client also registers redirect_URIs with the AS. The AS will redirect a
user agent only to those registered redirect_URIs. Proper definition of the redirect_URIs is
primarily a matter for the client, and can also be enforced by the AS. Weak settings are open
to exploitation by attackers.

In an OAuth protocol run (a high level overview is given in Figure 13.5), the user agent
(browser) has opened a window for the client application. In the client window, an authori-sation request can be triggered 1 ; the request also contains a redirect_URI. The user agent
then typically conveys the authorisation request and the user’s authorisation to the AS 2 . A
secure session between the user agent and the AS is required, and may already exist if the
user has logged in previously at the AS. If authorisation is granted, an authorisation grant is
returned to the user agent 3 , which will pass it on to the redirect_URI given by the client 4 .
The client then posts the authorisation grant and a redirect URI to the AS 5 . It is assumed
that the AS can authenticate this message as coming from the client. If the request is valid,
the AS returns an access token to the redirect URI provided, where the token can be used to
retrieve the resource from the resource server 6 .

Authorisation requests and authorisation grants are linked via a request ID, called state in
OAuth. Omitting the request ID or using a fixed value had introduced vulnerabilities in appli-
cations using OAuth, see e.g. [1199, 1200].
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Figure 13.5: Message flow in OAuth 2.0.
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There is a fundamental switch in focus compared to SSO protocols such as Kerberos and
SAML despite a considerable degree of similarity in the message flows. In an OAuth 2.0 pro-
tocol run the user is no longer the party requesting access to a resource owned by someone
else, but the party granting access to resources owned by the user. OAuth 2.0 has thus be-
come an authorisation protocol. Several assumptions about pre-existing trust relationships
between parties have to be met for OAuth to be secure. Conversely, one cannot take for
granted that the OAuth security properties still hold when the protocol is deployed in a new
setting.

OpenID Connect puts user authentication back into the OAuth 2.0 message flow. The client
application now doubles as a relying party, and the authorisation server becomes an authenti-
cation & authorisation server that issues digitally signed id tokens (authentication assertions
in SAML diction). An id token contains the name of the issuer, the name of the authenticated
user (called subject), the intended relying party (called audience), the nonce that had been
sent with the authentication request, an indicator of authentication strength, and other fields.

13.5.4 Facets of Authentication
We have sketched how user authentication in distributed systems first integrated session
and key establishment with the process of verifying a user’s identity, and later established
authorisation practices to access a user’s resources. In communication security, peer entityauthentication refers to the process of verifying the identity of the peer in a connection anddata origin authentication to the process of verifying the origin of individual data items.

User authentication, whether relating to a local system or to a remote system, entails three
aspects:

• creating a new subject, e.g. a new process or a new session with a fresh session key,

• linking an internal entity, e.g. a user ID, to the subject,

• linking an external entity, e.g. a person, to an internal identity.

To differentiate between these aspects, the term key establishment was introduced in com-
munication security towards the end of the 1980s for the first aspect. Entity authentication
stood for what was left. Quoting ISO/IEC 9798, “entity authentication mechanisms allow theverification, of an entity’s claimed identity, by another entity. The authenticity of the entity canbe ascertained only for the instance of the authentication exchange”. This property is related
to dead peer detection and to the heartbeat extension in RFC 6250 [1201]. Note that this defi-
nition does not distinguish between internal and external entities.

13.5.4.1 Patterns for Entity Authentication

Entity authentication according to the definition in ISO/IEC 9798 can be implemented with
challenge response-mechanisms. When prover and verifier share a secret, the verifier sends
an unpredictable challenge to the prover who constructs its response as a function of the
challenge and the shared secret. For example, HTTP digest authentication uses the hash of
the challenge, a password, and further data that binds authentication to a particular HTTP
request.

When public key cryptography is used, the verifier needs the prover’s public key. With a digi-
tal signature scheme, the verifier could send the challenge in the clear and the prover could
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respondwith the signed challenge. With a public key encryption scheme, the verifier could en-
crypt the challenge under the prover’s public key; a response constructed from the decrypted
challengewould authenticate the prover. The lattermechanism is usedwith Trusted Platform
Modules (TPMs) where successful decryption of data encrypted under the public endorse-
ment key of a TPM authenticates the TPM. In both cases, the verifier needs an authentic copy
of the prover’s public verification key. When users are identified by arbitrary public keys, no
Public Key Infrastructure is required and the public key could be set directly in a registration
phase.

13.5.4.2 Correspondence Properties

The Public-Key Needham-Schroeder protocol uses public key encryption with its challenge-
response mechanism [1183]. In this protocol, a malicious prover could decrypt a challenge
and reuse it in a protocol run with a third party pretending to be the original verifier; the third
party would then respond to the verifier although the verifier is not engaged in a protocol
run with the third party [1187]. This scenario would amount to an attack if the mismatch in
the assumptions about a protocol run is security relevant. The attack would be detected if
the identities of prover and verifier are included in all messages. Note that in this ‘attack’ the
verifier still correctly concludes that the prover is alive.

Matches in the assumptions about aspects of a protocol run held by the peers on completion
of a run can be captured by correspondence properties, as proposed in [1202] and further
elaborated in [1203]:

• Aliveness: whenever the verifier (initiator) concludes a protocol run, the prover had also
been engaged in a protocol run.

• Weak agreement: whenever the verifier (initiator) concludes a protocol run apparently
with a given prover, the prover had also been engaged in a protocol run, apparently with
that verifier.

• Non-injective agreement: whenever the verifier (initiator) concludes a protocol run ap-
parently with a given prover, the prover had also been engaged in a protocol run, ap-
parently with that verifier, and responder and receiver agree on a specified set of data
items pertaining to a protocol run.

• Agreement: whenever the verifier (initiator) concludes a protocol run apparently with a
given prover, the prover had also been engaged in a protocol run, apparently with that
verifier, and responder and receiver agree on a specified set of data items pertaining to
a protocol run, and each protocol run of the verifier corresponds to a unique protocol
run of the prover.

In the vulnerable Redirect/POST Binding in Google Applications there is no agreement on the
service provider an authentication assertion is intended for ([1197], Section 13.5.3.3). Flawed
implementations of OAuth that use a fixed value for the state variable do not even guarantee
aliveness ([1199], Section 13.5.3.4).

Correspondence properties are intensional properties well suited for protocol analysis us-
ing model checking. This line of research had reversed the earlier decision to separate pure
entity authentication from agreeing on session keys and again added agreement on certain
data items to authentication. TAMARIN [1204] and ProVerif [1205] are examples for tools that
support the automated analysis of authentication protocols.
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13.5.4.3 Authentication as Verified Association

Returning to a holistic view on authentication, one could use this as a general term formecha-
nisms that create a new subject and associate it with evidence relevant for access decisions.
If this route is taken, verifying the identity of a user becomes just a special case of authenti-
cation.

There would, furthermore, be merit in distinguishing between association with internal and
external entities. The latter case is an instance of the ‘difficult and error prone’ problem of
faithfully representing aspects of the physical world within an IT system. The veracity of such
representations cannot be guaranteed by cryptographic means alone.

For example, access control in distributed systemsmaymake use of public key cryptography
(Section 13.4.4.2). Public keys can then be interpreted as subjects for the purpose of access
control. The checks performed by a certificate authority before it issues a certificate would
then amount to authentication of an external entity.

13.5.4.4 Authentication for Credit or for Responsibility

Authenticationmay serve the purpose of giving credit to an entity for actions it has performed,
or of establishing which entity is responsible for an action [1206]. In the first case, an attack
amounts to earning undeserved credits and authentication is broken if the attacker succeeds
in making a victim perform actions under the attacker’s identity. In the second case, an at-
tack amounts to deflecting responsibility to someone else and authentication is broken if the
attacker succeeds in performing actions under the victim’s identity.

13.6 ACCOUNTABILITY
[1207, ch. 24], [1208, ch. 18]

Accountability has been defined as “the security goal that generates the requirement for ac-tions of an entity to be traced uniquely to that entity. This supports non-repudiation, deterrence,fault isolation, intrusion detection and prevention, and after-action recovery and legal action”
[1147].

This definition invites investigations into psychology to determine what makes an effective
deterrent, investigations into legal matters to determine the standard of evidence demanded
in a court of law, and technical investigations into the collection, protection, and analysis of
evidence. This Knowledge Area will focus on those technical aspects.

We will cover the technical prerequisites for accountability. We will briefly explore potential
conflicts between privacy and accountability, describe current activities in distributed logging
of events, and refer to some related terms that overlap with accountability.
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13.6.1 Technical Aspects
Accountability supports processes that are launched after events have occurred. Such a pro-
cess may be a regular audit that checks whether an organisation complies with existing reg-
ulations. It might represent a technical audit that scans logs in search for signs of a cyber
attack. It may also be an investigation triggered by an incident that tries to identify the vul-
nerabilities exploited, or an investigation that tries to identify the parties responsible. In all
cases, the quality of the evidence is decisive.

The aforementioned processes make use of logs of events. Such logs may be kept by the
operating system, by networking devices, or by applications (Section 13.6.2 will give an ex-
ample). The nature of the events depends on the activity that is being monitored.

13.6.1.1 Audit Policies

Accountability is only as strong as the quality of evidence collected during operations. Sys-
tem administrators may set audit policies that define which events will be logged. Examples
for such events are successful and failed authentication attempts, and decisions on sensitive
access requests. Operating systems and audit tools provide menus to guide administrators
through this task. Access control policies that specify as obligations that certain requests
must be logged also influence which evidence is collected.

13.6.1.2 Preserving the Evidence

Accountability is only as strong as the protection of the evidence collected during operations.
Attackers could try to hide their traces by deleting incriminating log entries once they have
acquired sufficient privileges. They could then modify audit policies so that future actions
are not recorded, but should not be able to tamper with the evidence already collected.

Tamper resistance could rely on physical measures like printing the log on an endless paper
reel or writing the log toWORM (Write-Once, Read-Many)memory like an optical disk. Tamper
resistance could be supported by cryptography. Storing the log as a hash chain [1209, 1210]
makes it evident when entries have been removed, but does not guarantee that entries cannot
be lost.

Audit policies have to address situations where logging is disrupted, e.g., because the log
file has run out of space. Is it then acceptable to overwrite old entries or should the system
be stopped until proper auditing is again enabled? This conflict between availability and ac-
countability has to be resolved.

13.6.1.3 Analysing the Evidence

Audit logs can create large volumes of data andmany entries are not security relevant so that
automated processing is required. Known attack patterns can be detected by their signatures.
Machine learning techniques can help to detect anomalies. Lessons learned when applying
this approach to network intrusion detection are discussed in [1211]. Visualisation techniques
try to draw the administrators’ attention to the most relevant events.
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13.6.1.4 Assessing the Evidence

Accountability is only as strong as the method of user authentication when legal or disci-
plinary actions are to be supported. This relates to technical aspects of the authentication
mechanism and also to user resilience to phishing and social engineering attacks. Telling
users not to fall for obvious phishing attacks is easy, but a well-designed spear phishing at-
tack will not be obvious.

Accountability is only as strong as the organisational security policies on connecting devices,
e.g. USB tokens, to internal systems, and policies on access to external web sites. Account-
ability is only as strong as the defences against software vulnerabilities that can be exploited
to run code under a user identity without the user being aware of that fact, e.g. so-called drive-
by-downloads.

13.6.2 Privacy and Accountability
Privacy rules can have an impact on the events that may be logged. Employment lawmay, for
example, limit how closely a company monitors its employees, which might make it difficult
to achieve accountability when rules have been broken.

Sometimes, there are technical resolutions to such conflicts between legal goals. Take the
example of a company that is not permitted to log which external websites employees con-
nect to: when an external site is attacked from within the company network, it is desirable
that the perpetrator can be held accountable. To achieve both goals, the company gateway
would log for outgoing requests only the internal IP address and the port number used with
the global IP address. There is thus no record of visited websites. If an attack is reported,
the website affected can provide the port number the attack came from, establishing the link
between the internal IP address and the visited site.

Conversely, logging may have unintended privacy impacts. Take Certificate Transparency
[RFC 6962] as an example. Certificate Transparency is a logging service for the issuers of
TLS certificates. Participating Certificate Authorities record the issuance of certificates with
this service. Domain owners can scan the log for certificates for their domain that they had
not asked for, i.e., detect authentication failures at issuers. This service was introduced in
reaction to attacks where such misissued certificates had been used to impersonate the
domain affected, and makes issuers accountable to domain owners.

Private subdomains are subdomains created for internal use only. When a certificate for a pri-
vate subdomain is requested, the certificate will be recorded in the Certificate Transparency
log disclosing the existence of the private subdomain to the public [1212].

13.6.3 Distributed Logs
Logs may be kept to hold the users of a system accountable. Logs may be kept to hold
the owner of a system accountable. In the latter case, auditors may require that the logging
device is sealed, i.e., rely on a physical root of trust. Alternatively, logs could be kept in a
distributed system run by independent nodes where there are sufficient barriers to forming
alliances that can take over the system.

The nodes maintaining the log need to synchronise their versions of the log. The overheads
for synchronisation, or consensus, depend on the failure model for the nodes and for the
communication network, and on the rules for joining the distributed system. Systemsmay be
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open for anyone, or be governed by a membership service. The recent interest in blockchains
extends to this type of logging solutions.

13.6.4 Related Concepts
The definition at the start of Section 13.6 refers to non-repudiation and intrusion detection.
Non-repudiation has a specific meaning in communication security, viz. providing unforge-able evidence that a specific action occurred. This goal is not necessarily achieved by log-
ging mechanisms; they may protect the entries recorded, but may record entries that have
already been manipulated.

Intrusion detection (see the Security Operations & Incident Management Knowledge Area
(Chapter 8)) is an area of its own with overlapping goals. Intrusion detection does not have
the requirement for actions of an entity to be traced uniquely to that entity. The focus will be
more on detecting attacks than detecting the attacker.

The definition given subsumes both the accountability of legal persons and technical inves-
tigations into security breaches. The standards of evidence may be higher in the first case.
Tracing actions uniquely to an entity leads to cyber attribution, the process of tracking and
identifying the perpetrators of a cyber attack. Circumstantial evidence such as similarity in
malware may be used in this process, and mis-attribution due to false flag operations is an
issue. Calling for DRM to protect the intellectual property of content owners, because digi-
tal content can be copied so easily, but assuming that malware cannot be copied would be
incongruous.

APPLYING THE KNOWLEDGE
IT security mechanisms should not be deployed for their own sake but for a reason. The rea-
son has to come from an application in need of protection. An organisational policy would
capture the protection requirements and then be implemented by an automated policy (Sec-
tion 13.3.1.1). Sometimes, this process can start from a clearly defined organisational policy.
The policies governing access to classified paper documents are an example. There, the
translation into automated policies did not have to bridge a wide conceptual gap, although
there were unanticipated twists, e.g., the no write-up policy of the BLP model. These specific
circumstances may have raised the unwarranted expectation that this approach would work
in general. The fact that these policies were applied in highly hierarchical organisations and
were fairly stable are further points worth noting.

Sinclair et al. paint a picture of a very different world [1213]. Their observations can be sum-
marized under the headings of translation (from organisational to automated policies) andautomation. Any translation has to start from a source document, in our case an organisa-
tional policy. The translator will face problemswhen the source is ambiguous or inconsistent.
This situation is more likely to arise in organisations with a matrixed structure, where several
entities are setting policies, than in strictly hierarchical organisations.Moreover, thewider the
language gap between the source document and the destination document, themore difficult
translation becomes, and the more difficult it is to ascertain that the translation meets the
spirit of the source. The latter step is a prerequisite for policy certification, i.e., management
approval of a given automated policy.

Organisational policies may intentionally leave decisions at the discretion of caseworkers,
e.g., for handling situations where none of the existing rules is directly applicable or where
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competing rules apply. It is a purpose of automation to remove discretion. Removing dis-
cretion adds rules that do not have a counterpart in the organisational policy. Creating an
automated policy is then more than translation, it becomes an exercise in creative writing
in the spirit of the organisational policy. To do this job well, the writer needs a good under-
standing of the applications and their workflows, on top of proficiency in the target language
(the domain of IT experts). Automated policies based on naïve assumptions easily become
denial-of-service attacks on the user. As a related point, there is a tension between the com-
peting goals of keeping a policy simple – which may be feasible in an organisational policy
that leaves room for discretion – and of requiring the (automated) policy to cater for a variety
of different contexts. This explains why in many cases the number of rules created to cater
for exceptions to the general rules ends up being overwhelming. Points that span organisa-
tional and automated policies are the handling of dynamic policy changes and the analysis
of the side-effects of policy rules in highly complex systems.

The literature on security operations has to say more about the points raised in this section
than the research literature on IT security, which has a habit of abstracting problems to a
point where much of the awkward issues encountered in real life have disappeared [1213],
and then confusing its simplified models with reality.

Similar disconnects between application experts and infrastructure experts exist within the
IT domain. Dynamically configurable applications are running foul of well-intended policies
such as SOP (Section 13.4.2) andCSP (Section 13.4.2.1). Organisationsmay then opt for open
policies that provide no protection but allow the dynamic applications to run, or applications
writers may explore workarounds accepted by the automated policy but still defeating its
spirit.

CONCLUSIONS
Access control has kept adapting to the changing applications of IT systems. Access control
was originally conceived for the protection of sensitive data in multi-user and multi-level se-
cure systems. Access control without user identities was literally unthinkable. Applications
have since changed and some require newmodes of access control. One could then reserve
‘access control’ for the original setting and invent new terms for each new flavour of access
control. DRM may serve as an example. This KA has not taken this route but applied ‘access
control’, ‘authentication’, and ‘authorisation’ more generally while staying true to the generic
meanings of these terms. User identities have lost their prominence along this way. Code
(apps) and web domains have taken their place.

Authentication originally stood for the service that links external entities like human users to
internal actions in the IT system; today, it may also denote the service that verifies evidence
associated with access requests that are submitted for evaluation by a decision algorithm.
Design and analysis of cryptographic authentication protocols for distributed systems is a
mature knowledge area. Cryptographic solutions for other aspects of access control are of-
ten more of academic than of practical interest.

Accountability services build on tamper resistant records of events. The evidence collected
may serve as input for technical investigations that try to establish how an attack was con-
ducted and to identify its effects. The evidence collected may also be used in disciplinary
processes that deal with situations where rules were broken at the level of the persons im-
plicated. Privacy rules may put limits on the events that are recorded, and the nature of the
events recorded may reduce privacy in ways not anticipated.
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INTRODUCTION
The purpose of this Software Security chapter is to provide a structured overview of known
categories of software implementation vulnerabilities, and of techniques that can be used
to prevent or detect such vulnerabilities, or to mitigate their exploitation. This overview is
intended to be useful to academic staff for course and curricula design in the area of software
security, as well as to industry professionals for the verification of skills and the design of job
descriptions in this area.

Let us start by defining some terms and concepts, and by defining the scope of this chap-
ter. A first key issue is what it means for software to be secure? One possible definition is
that a software system is secure if it satisfies a specified or implied security objective. This
security objective specifies confidentiality, integrity and availability requirements1 for the sys-
tem’s data and functionality. Consider, for instance, a social networking service. The security
objective of such a system could include the following requirements:

• Pictures posted by a user can only be seen by that user’s friends (confidentiality)

• A user can like any given post at most once (integrity)

• The service is operational more than 99.9% of the time on average (availability)

Different security requirements can be at odds with each other, for instance, locking down a
system on the appearance of an attack is good for confidentiality and integrity of the system,
but bad for availability.

A security failure is a scenario where the software system does not achieve its security ob-
jective, and a vulnerability is the underlying cause of such a failure. The determination of an
underlying cause is usually not absolute: there are no objective criteria to determine what
vulnerability is responsible for a given security failure or where it is located in the code. One
might say that the vulnerability is in the part of the code that has to be fixed to avoid this
specific security failure, but fixes can be required in multiple places, and often multiple mit-
igation strategies are possible where each mitigation strategy requires a different fix or set
of fixes.

The definitions of “security” and “vulnerability” above assume the existence of a security ob-
jective. In practice however, most software systems do not have precise explicit security
objectives, and even if they do, these objectives are not absolute and have to be traded off
against other objectives such as performance or usability of the software system. Hence,
software security is often about avoiding known classes of bugs that enable specific attack
techniques. There are well-understood classes of software implementation bugs that, when
triggered by an attacker, can lead to a substantial disruption in the behaviour of the soft-
ware, and are thus likely to break whatever security objective the software might have. These
bugs are called implementation vulnerabilities even if they are relatively independent from
application- or domain-specific security objectives like the example objectives above.

This document, the Software Security KA, covers such implementation vulnerabilities, as well
as countermeasures for them. Many other aspects are relevant for the security of software
based systems, including human factors, physical security, secure deployment and procedu-
ral aspects, but they are not covered in this chapter. The impact of security on the various

1Other common information security requirements like non-repudiation or data authentication can be seen
as instances or refinements of integrity from a software perspective. But from other perspectives, for instance
from a legal perspective, the semantics of these requirements can be more involved.
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phases of the software lifecycle is discussed in the Secure Software Lifecycle Knowledge
Area (Chapter 16). Security issues specific to software running on the web or mobile plat-
forms are discussed in the Web & Mobile Security Knowledge Area (Chapter 15).

The remainder of this chapter is structured as follows. Topic 14.1 (Categories) discusses
widely relevant categories of implementation vulnerabilities, but without the ambition of de-
scribing a complete taxonomy. Instead, the topic discusses how categories of vulnerabilities
can often be defined as violations of a partial specification of the software system, and it
is unlikely that a useful complete taxonomy of such partial specifications would exist. The
discussion of countermeasures for implementation vulnerabilities is structured in terms of
where in the lifecycle of the software system they are applicable. Topic 14.2 (Prevention) dis-
cusses how programming language and Application Programing Interface (API) design can
prevent vulnerabilities from being introduced during development in software programmed
in that language and using that API. In addition, defensive coding practices can contribute to
the prevention of vulnerabilities. Topic 14.3 (Detection) covers techniques to detect vulnera-
bilities in existing source code, for instance, during development and testing. Topic 14.4 (Mit-
igation) discusses how the impact of remaining vulnerabilities can be mitigated at runtime.
It is important to note, however, that some countermeasure techniques could in principle be
applied in all three phases, so this is not an orthogonal classification. For instance, a specific
dynamic check (say, an array bounds check) could be mandated by the language specifica-
tion (Prevention, the countermeasure is built in by the language designer), could be used as
a testing oracle (Detection, the countermeasure is used by the software tester) or could be
inlined in the program to block attacks at run-time (Mitigation, the countermeasure is applied
on deployment).

CONTENT

14.1 CATEGORIES OF VULNERABILITIES
[1214][1215, c4,c5,c6,c7,c10,c11][1216, c6,c9] [1030, c17][1217, c5,c9,c11,c13,c17]

As discussed in the Introduction, we use the term implementation vulnerability (sometimes
also called a security bug) both for bugs that make it possible for an attacker to violate a
security objective, as well as for classes of bugs that enable specific attack techniques.

Implementation vulnerabilities play an important role in cybersecurity and come in many
forms. The Common Vulnerabilities and Exposures (CVE) is a publicly available list of en-
tries in a standardised form describing vulnerabilities in widely-used software components,
and it lists close to a hundred thousand such vulnerabilities at the time of writing. Implemen-
tation vulnerabilities are often caused by insecure programming practices and influenced by
the programming language or APIs used by the developer. This first topic covers important
categories of implementation vulnerabilities that can be attributed to such insecure program-
ming practices.

Existing classifications of vulnerabilities, such as the Common Weakness Enumeration
(CWE), a community-developed list of vulnerability categories, are useful as a baseline for
vulnerability identification, mitigation and prevention, but none of the existing classifications
have succeeded in coming up with a complete taxonomy. Hence, the categories discussed
in this first topic should be seen as examples of important classes of vulnerabilities, and
not as an exhaustive list. They were selected with the intention to cover the most common
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implementation vulnerabilities, but this selection is at least to some extent subjective.

Specific categories of implementation vulnerabilities can often be described as violations of
a (formal or informal) specification of some sub-component of the software system. Such
a specification takes the form of a contract that makes explicit what the sub-component ex-
pects of, and provides to its clients. On violation of such a contract, the software system
enters an error-state, and the further behaviour of the software system is typically behaviour
that has not been considered by the system developers and is dependent on system imple-
mentation details. Attackers of the system can study the implementation details and exploit
them to make the system behave in a way that is desirable for the attacker.

14.1.1 Memory Management Vulnerabilities
Imperative programming languages support mutable state, i.e., these languages have con-
structs for allocating memory cells that can subsequently be assigned to, or read from by
the program, and then deallocated again. The programming language definition specifies
how to use these constructs correctly: for instance, allocation of n memory cells will return
a reference to an array of cells that can then be accessed with indices 0 to n − 1 until the
reference is deallocated (freed) again. This specification can be seen as a contract for the
memory management sub-component. Some programming languages implement this con-
tract defensively, andwill throwan exception if a client programaccessesmemory incorrectly.
Other programming languages (most notably, C andC++) leave the responsibility for correctly
allocating, accessing and deallocating memory in the hands of the programmer, and say that
the behaviour of programs that access or manage memory incorrectly is undefined. Such
languages are sometimes called memory unsafe languages, and bugs related to memory
management (memory management vulnerabilities) are a notorious source of security bugs
in these languages.

• A spatial vulnerability is a bug where the program is indexing into a valid contiguous
range of memory cells, but the index is out-of-bounds. The archetypical example is abuffer overflow vulnerability where the program accesses an array (a buffer) with an
out-of-bounds index.

• A temporal vulnerability is a bug where the program accesses memory that was once
allocated to the program, but has since been deallocated. A typical example is derefer-
encing a dangling pointer.

The C and C++ language specifications leave the behaviour of a program with a memory
management vulnerability undefined. As such, the observed behaviour of a program with a
vulnerabilitywill dependon the actual implementation of the language.Memorymanagement
vulnerabilities are particularly dangerous from a security point of view, because in many im-
plementations mutable memory cells allocated to the program are part of the samememory
address space where also compiled program code, and runtime metadata such as the call
stack are stored. In such implementations, a memory access by the program that violates
the memory management contract can result in an access to compiled program code or run-
time metadata, and hence can cause corruption of program code, program control flow and
program data. There exists a wide range of powerful attack techniques to exploit memory
management vulnerabilities [1214].

An attack consists of providing input to the program to trigger the vulnerability, which makes
the program violate thememory management contract. The attacker chooses the input such
that the program accesses a memory cell of interest to the attacker:
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• In a code corruption attack, the invalidmemory accessmodifies compiled programcode
to attacker specified code.

• In a control-flow hijack attack, the invalid memory access modifies a code pointer (for
instance, a return address on the stack, or a function pointer) to make the processor
execute attacker-provided code (a direct code injection attack), or to make the proces-
sor reuse existing code of the program in unexpected ways (a code-reuse attack, also
known as an indirect code injection attack, such as a return-to-libc attack, or a return-oriented-programming attack).

• In a data-only attack, the invalid memory access modifies other data variables of the
program, possibly resulting in increased privileges for the attacker.

• In an information leak attack, the invalid memory access is a read access, possibly
resulting in the exfiltration of information, either application secrets such as crypto-
graphic keys, or runtime metadata such as addresses which assist prediction of the
exact layout of memory and hence may enable other attacks.

Because of the practical importance of these classes of attacks, mitigation techniques have
been developed that counter specific attack techniques, and we discuss these in Topic 14.4.

14.1.2 Structured Output Generation Vulnerabilities
Programs often have to dynamically construct structured output that will then be consumed
by another program. Examples include: the construction of SQL queries to be consumed by
a database, or the construction of HTML pages to be consumed by a web browser. One can
think of the code that generates the structured output as a sub-component. The intended
structure of the output, and how input to the sub-component should be usedwithin the output,
can be thought of as a contract to which that sub-component should adhere. For instance,
when provided with a name and password as input, the intended output is a SQL query that
selects the user with the given name and password from the users database table.

A common insecure programming practice is to construct such structured output by means
of string manipulation. The output is constructed as a concatenation of strings where some
of these strings are derived (directly or indirectly) from input to the program. This practice
is dangerous, because it leaves the intended structure of the output string implicit, and mali-
ciously chosen values for input strings can cause the program to generate unintended output.
For instance, a programmer can construct a SQL query as:

query = "select * from users where name=’" + name
+ "’" and pw = ’" + password + "’"

with the intention of constructing a SQL query that checks for name and password in the
where clause. However, if the name string is provided by an attacker, the attacker can set
name to "John’ --", and this would remove the password check from the query (note that
-- starts a comment in SQL).

A structured output generation vulnerability is a bug where the program constructs such unin-
tended output. This is particularly dangerous in the case where the structured output repre-
sents code that is intended to include provided input as data. Maliciously chosen input data
can then influence the generated output code in unintended ways. These vulnerabilities are
also known as injection vulnerabilities (e.g., SQL injection, or script injection). The name ‘injec-
tion’ refers to the fact that exploitation of these vulnerabilities will often provide data inputs
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that cause the structured output to contain additional code statements, i.e. exploitation in-jects unintended new statements in the output. Structured output generation vulnerabilities
are relevant for many different kinds of structured outputs:

• A SQL injection vulnerability is a structured output generation vulnerability where the
structured output consists of SQL code. These vulnerabilities are particularly relevant
for server-sideweb application software, where it is common for the application to inter-
act with a back-end database by constructing queries partially based on input provided
through web forms.

• A command injection vulnerability is a structured output generation vulnerability where
the structured output is a shell command sent by the application to the operating sys-
tem shell.

• A script injection vulnerability, sometimes also called a Cross-Site Scripting (XSS) vul-nerability is a structured output generation vulnerability where the structured output is
JavaScript code sent to a web browser for client-side execution.

This list is by nomeans exhaustive. Other examples include: XPath injection, HTML injections,
CSS injection, PostScript injection and many more.

Several factors can contribute to the difficulty of avoiding structured output generation vul-
nerabilities:

• The structured output can be in a language that supports sublanguages with a signifi-
cantly different syntactic structure. An important example of such a problematic case
is HTML, that supports sublanguages such as JavaScript, CSS and SVG.

• The computation of the structured output can happen in different phases with outputs
of one phase being stored and later retrieved as input for a later phase. Structured out-
put generation vulnerabilities that go through multiple phases are sometimes referred
to as stored injection vulnerabilities, or more generally as higher-order injection vulnera-bilities. Examples include stored XSS and higher-order SQL injection.

Attack techniques for exploiting structured output generation vulnerabilities generally de-
pend on the nature of the structured output language, but a wide range of attack techniques
for exploiting SQL injection or script injection are known and documented.

TheWeb &Mobile Security Knowledge Area (Chapter 15) provides amore detailed discussion
of such attack techniques.

14.1.3 Race Condition Vulnerabilities
When a program accesses resources (such as memory, files or databases) that it shares
with other concurrent actors (other threads in the same process, or other processes), the
program often makes assumptions about what these concurrent actors will do (or not do) to
these shared resources.

Such assumptions can again be thought of as part of a specification of the program. This
specification is no longer a contract between two sub-components of the program (a caller
and a callee), but it is a contract between the actor executing the program and its environ-
ment (all concurrent actors), where the contract specifies the assumptionsmade on how the
environment will interact with the program’s resources. For instance, the specification can
say that the program relies on exclusive access to a set of resources for a specific interval of

KA Software Security | October 2019 Page 462

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

its execution: only the actor executing the program will have access to the set of resources
for the specified interval.

Violations of such a specification are concurrency bugs, also commonly referred to as raceconditions, because a consequence of these bugs is that the behaviour of the program may
depend on which concurrent actor accesses a resource first (‘wins a race’). Concurrency, and
the corresponding issues of getting programs correct in the presence of concurrency, is an
important sub-area of computer science with importance well beyond the area of cybersecu-
rity [1218].

But concurrency bugs can be security bugs, too. Concurrency bugs often introduce non-
determinism: the behaviour of a program will depend on the exact timing or interleaving of
the actions of all concurrent actors. In adversarial settings, where an attacker controls some
of the concurrent actors, the attacker may have sufficient control on the timing of actions to
influence the behaviour of the program such that a security objective is violated. A race con-dition vulnerability is a concurrency bug with such security consequences. A very common
instance is the case where the program checks a condition on a resource, and then relies on
that condition when using the resource. If an attacker can interleave his/her own actions to
invalidate the condition between the check and the time of use, this is called a Time Of Check
Time Of Use (TOCTOU) vulnerability.

Race condition vulnerabilities are relevant for many different types of software. Two impor-
tant areas where they occur are:

• Race conditions on the file system: privileged programs (i.e., programs that run with
more privileges than their callers, for instance, operating system services) often need
to check some condition on a file, before performing an action on that file on behalf of
a less privileged user. Failing to perform check and action atomically (such that no con-
current actor can intervene) is a race condition vulnerability: an attacker can invalidate
the condition between the check and the action.

• Races on the session state in web applications: web servers are often multi-threaded
for performance purposes, and consecutiveHTTP requestsmay be handled by different
threads. Hence, two HTTP requests belonging to the same HTTP session may access
the session state concurrently. Failing to account for this is a race condition vulnerability
that may lead to corruption of the session state.

14.1.4 API Vulnerabilities
An Application Programming Interface, or API, is the interface through which one software
component communicates with another component, such as a software library, operating
system, web service, and so forth. Almost all software is programmed against one or more
pre-existing APIs. An API comes with an (explicit or implicit) specification/contract of how it
should be used and what services it offers, and just like the contracts we considered in pre-
vious subsections, violations of these contracts can often have significant consequences
for security. If the client of the API violates the contract, the software system again enters
an error-state, and the further behaviour of the software system will depend on implementa-
tion details of the API, and this may allow an attacker to break the security objective of the
overall software system. This is essentially a generalisation of the idea of implementationvulnerabilities as contract violations from subsections 14.1.1, 14.1.2 and 14.1.3 to arbitrary API
contracts.
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Of course, some APIs are more security sensitive than others. A broad class of APIs that are
security sensitive are APIs to libraries that implement security functionality like cryptography
or access control logic. Generally speaking, a software system must use all the ‘security
components’ that it relies on in a functionally correct way, or it is likely to violate a security
objective. This is particularly challenging for cryptographic libraries: if a cryptographic library
offers a flexible API, then correct use of that API (in the sense that a given security objective is
achieved) is known to be hard. There is substantial empirical evidence [1219] that developers
frequently make mistakes in the use of cryptographic APIs, thus introducing vulnerabilities.

An orthogonal concern to secure use is the secure implementation of the cryptographic API.
Secure implementations of cryptography are covered in the Cryptography Knowledge Area
(Chapter 10).

14.1.5 Side-channel Vulnerabilities
The execution of a program is ultimately a physical process, typically involving digital elec-
tronic circuitry that consumes power, emits electro-magnetic radiation, and takes time to ex-
ecute to completion. It is common, however, in computer science to model the execution of
programs abstractly, in terms of the execution of code on an abstractmachine whose seman-
tics is defined mathematically (with varying levels of rigour). In fact, it is common to model
execution of programs at many different levels of abstraction, including, for instance, execu-
tion of assembly code on a specified Instruction Set Architecture (ISA), execution of Java
bytecode on the Java Virtual Machine, or execution of Java source code according to the
Java language specification. Each subsequent layer of abstraction is implemented in terms
of a lower layer, but abstracts from some of the effects or behaviours of that lower layer. For
instance, an ISA makes abstraction from some physical effects such as electro-magnetic
radiation or power consumption, and the Java Virtual Machine abstracts from the details of
memory management.

A side-channel is an information channel that communicates information about the execu-
tion of a software program by means of such effects from which the program’s code ab-
stracts. Some side-channels require physical access to the hardware executing the software
program. Other side-channels, sometimes called software-based side-channels can be used
from software running on the same hardware as the software program under attack.

Closely related to side-channels are covert channels. A covert channel is an information chan-
nel where the attacker also controls the program that is leaking information through the side-
channel, i.e., the attacker uses a side-channel to purposefully exfiltrate information.

Side-channels play an important role in the field of cryptography, where the abstraction gap
between (1) themathematical (or source code level) description of a cryptographic algorithm
and (2) the physical implementation of that algorithm, has been shown to be relevant for se-
curity [1220]. It was demonstrated that, unless an implementation carefully guards against
this, side-channels based on power consumption or execution time can easily leak the cryp-
tographic key used during the execution of an encryption algorithm. This breaks the security
objectives of encryption for an attacker model where the attacker can physically monitor
the encryption process. Side-channel attacks against cryptographic implementations (and
corresponding countermeasures) are discussed in the Cryptography Knowledge Area (Chap-
ter 10).

But side-channels are broadly relevant to software security in general. Side-channels can be
studied for any scenario where software is implemented in terms of a lower-layer abstraction,
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even if that lower-layer abstraction is itself not yet a physical implementation. An important
example is the implementation of a processor’s Instruction Set Architecture (ISA) in terms
of a micro-architecture. The execution of assembly code written in the ISA will have effects
on the micro-architectural state; for instance, an effect could be that some values are copied
frommainmemory to a cache. The ISAmakes abstraction of these effects, but under attacker
models where the attacker can observe or influence these micro-architectural effects, they
constitute a side-channel.

Side-channels, and in particular software-based side-channels, are most commonly a con-
fidentiality threat: they leak information about the software’s execution to an attacker mon-
itoring effects at the lower abstraction layer. But side-channels can also constitute an in-
tegrity threat in case the attacker can modify the software’s execution state by relying on
lower layer effects. Such attacks are more commonly referred to as fault injection attacks.
Physical fault-injection attacks can use voltage or clock glitching, extreme temperatures, or
electromagnetic radiation to induce faults. Software-based fault-injection uses software to
drive hardware components of the system outside their specification range with the objec-
tive of inducing faults in these components. A famous example is the Rowhammer attack
that uses maliciously crafted memory access patterns to trigger an unintended interaction
between high-density DRAM memory cells that causes memory bits to flip.

14.1.6 Discussion
14.1.6.1 Better connection with overall security objectives needsmore complex specifica-

tions

We have categorised implementation vulnerabilities as violations of specific partial specifi-
cations of software components. However, the connection to the security objective of the
overall software system is weak. It is perfectly possible that a software system has an imple-
mentation vulnerability, but that it is not exploitable to break a security objective of the system,
for instance, because there are redundant countermeasures elsewhere in the system. Even
more so, if a software system does not have any of the implementation vulnerabilities we
discussed, it may still fail its security objective.

To have stronger assurance that the software system satisfies a security objective, one
can formalise the security objective as a specification. During the design phase, on decom-
position of the system in sub-components, one should specify the behaviour of the sub-
components such that they jointly imply the specification of the overall system. With such a
design, the connection between an implementation vulnerability as a violation of a specifica-
tion on the one hand, and the overall security objective of the system on the other, is much
stronger.

It is important to note, however, that specifications would become more complex and more
domain-specific in such a scenario. We discuss one illustration of additional complexity. For
the vulnerability categories we discussed (memory management, structured output genera-
tion, race conditions and API vulnerabilities), the corresponding specifications express prop-
erties of single executions of the software: a given execution either satisfies or violates the
specification, and the software has a vulnerability as soon as there exists an execution that
violates the specification.

There are, however, software security objectives that cannot be expressed as properties of
individual execution traces. A widely studied example of such a security objective is informa-tion flow security. A baseline specification of this security objective for deterministic sequen-
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tial programs goes as follows: label the inputs and outputs of a program as either public or
confidential, and then require that no two executions of the software with the same public in-
puts (but different confidential inputs) have different public outputs. The intuition for looking
at pairs of executions is the following: it might be that the program does not leak confiden-
tial data directly but instead leaks some partial information about this data. If collected along
multiple runs, the attacker can gather so much information that eventually relevant parts of
the confidential original data are, in fact, leaked. The above specification effectively requires
that confidential inputs can never influence public outputs in any way, and hence cannot leak
even partial information. In a dual way, one can express integrity objectives by requiring that
low-integrity inputs can not influence high-integrity outputs.

But an information flow specification is more complex than the specifications we considered
in previous sections because one needs two executions to show a violation of the specifica-
tion. Information leak vulnerabilities are violations of a (confidentiality-oriented) information
flow policy. They can also be understood as violations of a specification, but this is now
a specification that talks about multiple executions of the software system. This has pro-
found consequences for the development of countermeasures to address these vulnerabili-
ties [1145].

14.1.6.2 Side channel vulnerabilities are different

Side channel vulnerabilities are by definition not violations of a specification at the abstrac-
tion level of the software source code: they intrinsically use effects from which the source
code abstracts. However, if one develops a model of the execution infrastructure of the soft-
ware that is detailed enough to model side channel attacks, then side channel vulnerabilities
can again be understood as violations of a partial specification. One can choose to locate
the vulnerability in the execution infrastructure by providing a specification for the execution
infrastructure that says that it should not introduce additional communication mechanisms.
This is essentially what the theory of full abstraction [1221] requires. Alternatively, one can
refine the model of the source code language to expose the effects used in particular side
channel attacks, thusmaking it possible to express side-channel vulnerabilities at the source
code level. Dealing with general software side-channel vulnerabilities is not yet well under-
stood, and no generally applicable realistic countermeasures are known. One can, of course,
isolate the execution, i.e., prevent concurrent executions on the same hardware, but that then
contradicts other goals such as optimised hardware utilisation.

14.1.6.3 Vulnerabilities as faults

The classification of vulnerabilities by means of the specification they violate is useful for
understanding relevant classes of vulnerabilities, but is not intended as a complete taxonomy:
there are a very large number of partial specifications of software systems that contribute
to achieving some security objective. Vulnerabilities can, however, be seen as an instance of
the concept of faults, studied in the field of dependable computing, and a good taxonomy of
faults has been developed in that field [1089].
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14.2 PREVENTION OF VULNERABILITIES
[1222, 1223, 1224] [1225, c3]

Once a category of vulnerabilities is well understood, an important question is how the intro-
duction of such vulnerabilities in software can be prevented or at least be made less likely.
The most effective approaches eradicate categories of vulnerabilities by design of the pro-
gramming language or API.

The general idea is the following. We have seen in Topic 14.1 that many categories of im-
plementation vulnerabilities can be described as violations of a specification of some sub-
component. Let us call an execution of the software system that violates this specification,
an erroneous execution, or an executionwith an error. From a security point of view, it is useful
to distinguish between errors that cause the immediate termination of the execution (trappederrors), and errors that may go unnoticed for a while (untrapped errors) [1223]. Untrapped er-
rors are particularly dangerous, because the further behaviour of the software system after
an untrapped error can be arbitrary, and an attacker might be able to steer the software sys-
tem to behaviour that violates a security objective. Hence, designing a language or API to
avoid errors, and in particular untrapped errors, is a powerful approach to prevent the pres-
ence of vulnerabilities. For instance, languages like Java effectively make it impossible to
introduce memory management vulnerabilities: a combination of static and dynamic checks
ensures that no untrapped memory management errors can occur. This effectively protects
against the attack techniques discussed in 14.1.1. It is, however, important to note that this
does not prevent the presence of memory-management bugs: a program can still access an
array out of bounds. But the bug is no longer a vulnerability, as execution is terminated im-
mediately when such an access occurs. One could argue that the bug is still a vulnerability if
one of the security objectives of the software system is availability, including the absence of
unexpected program termination.

In cases where choice or redesign of the programming language or API itself is not an op-
tion, specific categories of vulnerabilities can be made less likely by imposing safe coding
practices.

This topic provides an overview of these techniques that can prevent the introduction of vul-
nerabilities.

14.2.1 Language Design and Type Systems
A programming language can prevent categories of implementation vulnerabilities that can
be described as violations of a specification by:

1. making it possible to express the specification within the language, and

2. ensuring that there can be no untrapped execution errors with respect to the expressed
specification.
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14.2.1.1 Memory management vulnerabilities

A programming language specification inherently includes a specification of all the memory
allocation, access and deallocation features provided by that language. Hence, the specifi-
cation of the memory management sub-component is always available. A programming lan-
guage is calledmemory-safe if the language definition implies that there can be no untrapped
memory management errors. Languages like C or C++ are not memory-safe because the lan-
guage definition allows for implementations of the language that can have untrapped mem-
ory management errors, but even for such languages one can build specific implementations
that are memory-safe (usually at the cost of performance).

A language can be made memory-safe through a combination of:

1. the careful selection of the features it supports: for instance, languages can choose to
avoidmutable state, or can choose to avoid dynamicmemory allocation, or can choose
to avoid manual deallocation by relying on garbage collection,

2. imposing dynamic checks: for instance, imposing that every array access must be
bounds-checked, and

3. imposing static checks, typically in the form of a static type system: for instance, object-
field access can be guaranteed safe by means of a type system.

Programming languages vary widely in how they combine features, dynamic and static
checks. Pure functional languages like Haskell avoid mutable memory and rely heavily on
static checks and garbage collection. Dynamic languages like Python rely heavily on dynamic
checks and garbage collection. Statically typed object-oriented languages like Java and C#
sit between these two extremes. Innovative languages like SPARK (a subset of Ada) [1226]
and Rust achieve memory safety without relying on garbage collection. Rust, for instance,
uses a type system that allows the compiler to reason about pointers statically, thus enabling
it to insert code to free memory at places where it is known to no longer be accessible. This
comes at the expense of some decreased flexibility when it comes to structuring program
code.

14.2.1.2 Structured output generation vulnerabilities

An important cause for structured output generation vulnerabilities is that the programmer
leaves the intended structure of the output implicit, and computes the structured output by
stringmanipulation. A programming language can help prevent such vulnerabilities by provid-
ing language features that allow the programmer tomake the intended structure explicit, thus
providing a specification. The language implementation can then ensure that no untrapped
errors with respect to that specification are possible.

A first approach is to provide a type system that supports the description of structured data.
This approach has been worked out rigorously for XML data: the programming language sup-
ports XML documents as first class values, and regular expression types [1227] support the
description of the structure of XML documents using the standard regular expression opera-
tors. A type-correct program that outputs an XML document of a given type is guaranteed to
generate XML output of the structure described by the type.

A second approach is to provide primitive language features for some of the common use
cases of structured output generation. Language Integrated Query (LINQ) is an extension of
the C# language with syntax for writing query expressions. By writing the query as an expres-
sion (as opposed to building a SQL query by concatenating strings), the intended structure of
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the query is explicit, and the LINQ provider that compiles the query to SQL can provide strong
guarantees that the generated query has the intended structure.

14.2.1.3 Race condition vulnerabilities

Race condition vulnerabilities on heap allocatedmemory are often enabled by aliasing, the ex-
istence of multiple pointers to the same memory cell. If two concurrent threads both hold an
alias to the same cell, there is the potential of a race condition on that cell. The existence of
aliasing also leads to temporal memory-management vulnerabilities, when memory is deal-
located through one alias but then accessed through another alias. The notion of ownership
helps mitigate the complications that arise because of aliasing. The essence of the idea is
that, while multiple aliases to a resource can exist, only one of these aliases is the owner
of the resource, and some operations can only be performed through the owner. An owner-ship regime puts constraints on how aliases can be created, and what operations are allowed
through these aliases. By doing so, an ownership regime can prevent race condition vulner-
abilities, or it can support automatic memory management without a garbage collector. For
instance, a simple ownership regime for heap allocated memory cells might impose the con-
straints that: (1) aliases can only be created if they are guaranteed to go out of scope before
the owner does, (2) aliases can only be used for reading, and (3) the owner can write to a cell
only if no aliases currently exist. This simple regime avoids data races: there can never be
a concurrent read and write on the same cell. It also supports automatic memory manage-
ment without garbage collection: a heap cell can be deallocated as soon as the owner goes
out of scope. Of course, this simple regime is still quite restrictive, and a significant body of
research exists on designing less restrictive ownership regimes that can still provide useful
guarantees.

An ownership regime can be enforced by the programming language by means of a type
system, and several research languages have done this with the objective of preventing data
races ormemorymanagement vulnerabilities. The Rust programming language, a recent sys-
tems programming language, is the first mainstream language to incorporate an ownership
type system.

14.2.1.4 Other vulnerabilities

Many other categories of vulnerabilities can, in principle, be addressed bymeans of program-
ming language design and static type checking. There is, for instance, a wide body of re-
search on language-based approaches to enforce information flow security [1228]. These
approaches have until now mainly been integrated in research prototype languages. SPARK
is an example of a real-world language that has implemented information flow analysis in the
compiler. Language-based information flow security techniques have also had a profound in-
fluence on the static detection techniques for vulnerabilities (Topic 14.3).
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14.2.2 API Design
The development of software not only relies on a programming language, it also relies on
APIs, implemented by libraries or frameworks. Just like language design impacts the likeli-
hood of introducing vulnerabilities, so does API design. The base principle is the same: the
API should be designed to avoid execution errors (where now, execution errors are violations
of the API specification), and in particular untrapped execution errors. It should be difficult
for the programmer to violate an API contract, and if the contract is violated, that should be
trapped, leading, for instance, to program termination or to well-defined error-handling be-
haviour.

Where the programming language itself does not prevent a certain category of vulnerabilities
(e.g. C does not prevent memory-management vulnerabilities, Java does not prevent race
conditions or structured output generation vulnerabilities), the likelihood of introducing these
vulnerabilities can be reduced by offering a higher-level API:

• Several libraries providing less error-prone APIs for memory management in C or C++
have been proposed. These libraries offer fat pointers (where pointersmaintain bounds
information and checkwhether accesses are in bound), garbage collection (whereman-
ual deallocation is no longer required), or smart pointers (that support an ownership-
regime to safely automate deallocation).

• Several libraries providing less error-prone APIs to do structured output generation for
various types of structured output and for various programming languages have been
proposed. Examples include Prepared Statement APIs that allow a programmer to sep-
arate the structure of a SQL statement from the user input that needs to be plugged into
that structure, or library implementations of language integrated query, where query ex-
pressions are constructed using API calls instead of using language syntax.

• Several libraries providing less error-prone APIs to cryptography have been proposed.
These libraries use simplification (at the cost of flexibility), secure defaults, better doc-
umentation and the implementation of more complete use-cases (for instance, include
support for auxiliary tasks such as key storage) to make it less likely that a developer
will make mistakes.

The use of assertions, contracts and defensive programming [1225, c3] is a general approach
to construct software with high reliability, and it is a highly useful approach to avoid API
vulnerabilities. Design by contract makes the contract of an API explicit by providing pre-
conditions and post-conditions, and in defensive programming these preconditions will be
checked, thus avoiding the occurrence of untrapped errors.

A programming language API also determines the interface between programs in the lan-
guage and the surrounding system. For instance, JavaScript in a browser does not expose
anAPI to the local file system.As a consequence, JavaScript programs running in the browser
can not possibly access the file system. Such less privileged APIs can be used to contain orsandbox untrusted code (see Section 14.4.3), but they can also prevent vulnerabilities. Object
capability systems [1229] take this idea further by providing a language and API that supports
structuring code such that each part of the code only has the privileges it really needs (thus
supporting the principle of least privilege).
The design of cryptographic APIs that keep cryptographic key material in a separate protec-
tion domain, for instance in a Hardware Security Module (HSM) comes with its own chal-
lenges. Such APIs have a security objective themselves: the API to a HSM has the objective
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of keeping the encryption keys it uses confidential – it should not be possible to extract the
key from the HSM. Research has shown [1030, c18] thatmaintaining such a security objective
is extremely challenging. The HSM API has an API-level vulnerability if there is a sequence of
API calls that extracts confidential keys from the HSM. Note that this is an API design defect
as opposed to the implementation defects considered in Topic 1.

14.2.3 Coding Practices
The likelihood of introducing the various categories of vulnerabilities discussed in Topic 14.1
can be substantially reduced by adopting secure coding practices. Coding guidelines can
also help against vulnerabilities of a more generic nature that can not be addressed by lan-
guage or API design, such as, for instance, the guideline to not hard-code passwords. Secure
coding practices can be formalised as collections of rules and recommendations that de-
scribe and illustrate good and bad code patterns.

A first approach to design such coding guidelines is heuristic and pragmatic: the program-
ming community is solicited to provide candidate secure coding rules and recommendations
based on experience in how things have gonewrong in the past. These proposed rules are vet-
ted and discussed by the community until a consensus is reached that the rule is sufficiently
appropriate to be included in a coding standard. Influential standards for general purpose
software development include the SEI CERT coding standards for C [1224] and Java [1230].

For critical systems development, more rigorous and stricter coding standards have been
developed. The MISRA guidelines [1231] have seen widespread recognition and adoption for
development of critical systems in C. The SPARK subset of Ada [1226] was designed to sup-
port coding to enable formal verification of the absence of classes of vulnerabilities.

Rules can take many forms, including:

• the avoidance of dangerous language provided API functions (e.g., do not use the sys-
tem() function in C),

• attempting to avoid undefined behaviour or untrapped execution errors (e.g., do not
access freed memory in C),

• mitigations against certain vulnerabilities caused by the language runtime (e.g., not
storing secrets in Java Strings, as the Java runtime can keep those Strings stored on
the heap indefinitely), or,

• proactive, defensive rules that make it less likely to run into undefined behaviour (e.g.,
exclude user input from format strings).

Also, specific side-channel vulnerabilities can be addressed by coding rules, for instance
avoiding control flow or memory accesses that depend on secrets can prevent these secrets
from leaking through cache-based or branch-predictor based side-channels.

When they are not enforced by a type system, ownership regimes for safely managing re-
sources such as dynamically allocated memory can also be the basis for programming id-
ioms and coding guidelines. For instance, the Resource Acquisition Is Initialisation (RAII)
idiom, move semantics and smart pointers essentially support an ownership regime for C++,
but without compiler enforced guarantees.

An important challenge with secure coding guidelines is that their number tends to grow over
time, and hence programmers are likely to deviate from the secure practices codified in the
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guidelines. Hence, it is important to provide tool support to check compliance of software
with the coding rules. Topic 14.3.1 discusses how static analysis tools can automatically
detect violations against secure coding rules.

14.3 DETECTION OF VULNERABILITIES
[1216, 1232] [1225, c4]

For existing source code where full prevention of the introduction of a class of vulnerabilities
was not possible, for instance, because the choice of programming language and/or APIs
was determined by other factors, it is useful to apply techniques to detect the presence of
vulnerabilities in the code during the development, testing and/or maintenance phase of the
software.

Techniques to detect vulnerabilities must make trade-offs between the following two good
properties that a detection technique can have:

• A detection technique is sound for a given category of vulnerabilities if it can correctly
conclude that a given program has no vulnerabilities of that category. An unsound de-
tection technique on the other handmay have false negatives, i.e., actual vulnerabilities
that the detection technique fails to find.

• A detection technique is complete for a given category of vulnerabilities, if any vulnera-
bility it finds is an actual vulnerability. An incomplete detection technique on the other
hand may have false positives, i.e. it may detect issues that do not turn out to be actual
vulnerabilities.

Trade-offs are necessary, because it follows from Rice’s theorem that (for non-trivial cate-
gories of vulnerabilities) no detection technique can be both sound and complete.

Achieving soundness requires reasoning about all executions of a program (usually an infinite
number). This is typically done by static checking of the program code while making suitable
abstractions of the executions to make the analysis terminate.

Achieving completeness can be done by performing actual, concrete executions of a program
that are witnesses to any vulnerability reported. This is typically done by dynamic detection
where the analysis technique has to comeupwith concrete inputs for the program that trigger
a vulnerability. A very common dynamic approach is software testing where the tester writes
test cases with concrete inputs, and specific checks for the corresponding outputs.

In practice, detection tools can use a hybrid combination of static and dynamic analysis tech-
niques to achieve a good trade-off between soundness and completeness.

It is important to note, however, that some detection techniques are heuristic in nature, and
hence the notions of soundness and completeness are not precisely defined for them. For
instance, heuristic techniques that detect violations of secure coding practices as described
in 14.2.3 are checking compliance with informally defined rules and recommendations, and it
is not always possible to unambiguously define the false positives or false negatives. More-
over, these approaches might highlight ‘vulnerabilities’ that are maybe not exploitable at this
point in time, but should be fixed nonetheless because they are ‘near misses’, i.e., might be-
come easily exploitable by future maintenance mistakes.

Static and dynamic program analysis techniques are widely studied in other areas of com-
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puter science. This Topic highlights the analysis techniques most relevant to software secu-
rity.

Another important approach to detection of vulnerabilities is to perform manual code review
and auditing. These techniques are covered in the Secure Software Lifecycle Knowledge Area
(Chapter 16). When using tool-supported static detection, it makes sense to adjust such sub-
sequent code review and other verification activities. For instance, if static detection is sound
for a given category of vulnerabilities, then one might consider not to review or test for that
category of vulnerabilities in later phases.

14.3.1 Static Detection
Static detection techniques analyse program code (either source code or binary code) to find
vulnerabilities. Opposed to dynamic techniques, the static ones have the advantage that they
can operate on incomplete code that is not (yet) executable, and that in a single analysis run
they attempt to cover all possible programexecutions. Roughly speaking, one can distinguish
two important classes of techniques, that differ in their main objective.

14.3.1.1 Heuristic static detection

First, there are static analysis techniques that detect violations of rules that are formal en-
codings of secure programming-practice heuristics. The static analysis technique builds a
semantic model of the program, including, for instance, an abstract syntax tree, and abstrac-
tions of the data flow and control flow in the program. Based on this model, the technique
can flag violations of simple syntactic rules such as, do not use this dangerous API function,
or only use this API function with a constant string as first parameter.

An important indicator for the presence of vulnerabilities is the fact that (possibly malicious)
program input can influence a value used in a risky operation (for instance, indexing into an
array, or concatenating strings to create a SQL query). Taint analysis (sometimes also calledflow analysis) is an analysis technique that determines whether values coming from program
inputs (or more generally from designated taint sources) can influence values used in such
a risky operation (or more generally, values flowing into a restricted sink). The same analysis
can also be used to detect cases where confidential or sensitive information in the program
flows to public output channels.

Many variants of static taint analysis exist. Important variations include (1) how much ab-
straction is made of the code, for instance, path-sensitive versus path-insensitive, or context-
sensitive versus context-insensitive analysis, and (2) whether influences caused by the pro-
gram control flow instead of program data flow are taken into account (often distinguished
by using the terms taint analysis versus information flow analysis).
To reduce the number of false positives, a taint analysis can take into account sanitisation
performed by the program. Tainted values that were processed by designated sanitisation
functions (that are assumed to validate that the values are harmless for further processing)
have their taint removed.

An important challenge is that taint analyses must be configured with the right sets of
sources, sinks and sanitisers. In practice, such configurations currently often occur manu-
ally although some recent works have added tool assistance in which, for instance, machine
learning is used to support security analysts in this task.
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14.3.1.2 Sound static verification

Second, there are static analysis techniques that aim to be sound for well-defined categories
of vulnerabilities (but usually in practice still make compromises and give up soundness to
some extent). For categories of vulnerabilities that can be understood as specification or
contract violations, the main challenge is to express this underlying specification formally.
Once this is done, the large body of knowledge on static analysis and program verification
developed in other areas of computer science can be used to check compliance with the
specification. The three main relevant techniques are program verification, abstract interpre-
tation and model checking.

Program verification uses a program logic to express program specifications, and relies on
the programmer/verifier to provide an adequate abstraction of the program in the form of in-
ductive loop invariants or function pre- and post-conditions to make it possible to construct
a proof that covers all program executions. For imperative languages with dynamic memory
allocation, separation logic [1233] is a program logic that can express absence of memory-
management and race-condition vulnerabilities (for data races on memory cells), as well as
compliance with programmer provided contracts on program APIs. Checking of compliance
with a separation logic specification is typically not automatic: it is done by interactive pro-
gram verification where program annotations are used to provide invariants, pre-conditions
and post-conditions. However, if one is interested only in absence of memory management
vulnerabilities, these annotations can sometimes be inferred, making the technique auto-
matic. Also avoiding the use of certain language features (e.g., pointers), and adhering to
a coding style amenable to verification can help making verification automatic.

Abstract interpretation is an automatic technique where abstraction is made from the con-
crete program by mapping the run-time values that the program manipulates to adequate
finite abstract domains. For imperative programs that do not use dynamic allocation or re-
cursion, abstract interpretation is a successful technique for proving the absence of memory
management vulnerabilities automatically and efficiently.

Model checking is an automatic technique that exhaustively explores all reachable states
of the program to check whether none of the states violates a given specification. Because
of the state explosion problem, model checking can only exhaustively explore very small
programs, and in practice techniques to bound the exploration need to be used, for instance,
by bounding the number of times a program loop can be executed. Boundedmodel checking
is no longer sound, but can still find many vulnerabilities.

Most practical implementations of these analysis techniques give up on soundness to some
extent. In order to be both sound and terminating, a static analysismust over-approximate the
possible behaviours of the program it analyses. Over-approximation leads to false positives.
Real programming languages have features that are hard to over-approximate without lead-
ing to an unacceptable number of false positives. Hence, practical implementations have
to make engineering trade-offs, and will under-approximate some language features. This
makes the implementation unsound, but more useful in the sense that it reduces the number
of false positives. These engineering trade-offs are nicely summarised in the ‘Soundiness
Manifesto’ [1234].
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14.3.2 Dynamic Detection
Dynamic detection techniques execute a program and monitor the execution to detect vul-
nerabilities. Thus, if sufficiently efficient, they can also be used for just-in-time vulnerability
mitigation (See Topic 4). There are two important and relatively independent aspects to dy-
namic detection: (1) how should one monitor an execution such that vulnerabilities are de-
tected, and (2) how many and what program executions (i.e., for what input values) should
one monitor?

14.3.2.1 Monitoring

For categories of vulnerabilities that can be understood as violations of a specified property
of a single execution (See Topic 14.1.6), complete detection can be performed by monitoring
for violations of that specification. For other categories of vulnerabilities, or whenmonitoring
for violations of a specification is too expensive, approximative monitors can be defined.

Monitoring for memory-management vulnerabilities has been studied intensively. It is, in prin-
ciple, possible to build completemonitors, but typically at a substantial cost in time andmem-
ory. Hence, existing tools explore various trade-offs in execution speed, memory use, and
completeness. Modern C compilers include options to generate code to monitor for mem-
ory management vulnerabilities. In cases where a dynamic analysis is approximative, like a
static analysis, it can also generate false positives or false negatives, despite the fact that it
operates on a concrete execution trace.

For structured output generation vulnerabilities, a challenge is that the intended structure of
the generated output is often implicit, and hence there is no explicit specification that can
be monitored. Hence, monitoring relies on sensible heuristics. For instance, a monitor can
use a fine-grained dynamic taint analysis [1232] to track the flow of untrusted input strings,
and then flag a violation when untrusted input has an impact on the parse tree of generated
output.

Assertions, pre-conditions and post-conditions as supported by the design-by-contract ap-
proach to software construction [1225, c3] can be compiled into the code to provide amonitor
for API vulnerabilities at testing time, even if the cost of these compiled-in run-time checks
can be too high to use them in production code.

Monitoring for race conditions is hard, but some approaches for monitoring data races on
shared memory cells exist, for instance, by monitoring whether all shared memory accesses
follow a consistent locking discipline.

14.3.2.2 Generating relevant executions

An important challenge for dynamic detection techniques is to generate executions of the
program along paths that will lead to the discovery of new vulnerabilities. This problem is
an instance of the general problem in software testing of systematically selecting appropri-
ate inputs for a program under test [1225, c4]. These techniques are often described by the
umbrella term fuzz testing or fuzzing, and can be classified as:

• Black-box fuzzing, where the generation of input values only depends on the input/out-
put behaviour of the program being tested, and not on its internal structure. Many dif-
ferent variants of black-box fuzzing have been proposed, including (1) purely random
testing, where input values are randomly sampled from the appropriate value domain,
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(2) model-based fuzzing, where a model of the expected format of input values (typi-
cally in the form of a grammar) is taken into account during generation of input values,
and (3) mutation-based fuzzing, where the fuzzer is provided with one or more typical
input values and it generates new input values by performing small mutations on the
provided input values.

• White-box fuzzing, where the internal structure of the program is analysed to assist in
the generation of appropriate input values. Themain systematic white-box fuzzing tech-
nique is dynamic symbolic execution. Dynamic symbolic execution executes a program
with concrete input values and builds at the same time a path condition, a logical ex-
pression that specifies the constraints on those input values that have to be fulfilled
for the program to take this specific execution path. By solving for input values that do
not satisfy the path condition of the current execution, the fuzzer can make sure that
these input values will drive the program to a different execution path, thus improving
coverage.

14.4 MITIGATING EXPLOITATION OF VULNERABILITIES
[1214, 1235]

Even with good techniques to prevent introduction of vulnerabilities in new code, or to detect
vulnerabilities in existing code, there is bound to be a substantial amount of legacy code with
vulnerabilities in active use for the foreseeable future. Hence, vulnerability prevention and de-
tection techniques can be complemented with techniques that mitigate the exploitation of
remaining vulnerabilities. Such mitigation techniques are typically implemented in the execu-
tion infrastructure, i.e., the hardware, operating system, loader or virtual machine, or else are
inlined into the executable by the compiler (a so-called ‘inlined reference monitor’). An impor-
tant objective for these techniques is to limit the impact on performance, and to maximise
compatibility with legacy programs.

14.4.1 Runtime Detection of Attacks
Runtime monitoring of program execution is a powerful technique to detect attacks. In prin-
ciple, program monitors to detect vulnerabilities during testing (discussed in 14.3.2 Dynamic
Detection) could also be used at runtime to detect attacks. For instance, dynamic taint anal-
ysis combined with a dynamic check whether tainted data influenced the parse tree of gen-
erated output has also been proposed as a runtime mitigation technique for SQL injection
attacks.

But there is an important difference in the performance requirements for monitors used dur-
ing testing (discussed in Topic 14.3) and monitors used at runtime to mitigate attacks. For
runtime detection of attacks, the challenge is to identify efficiently detectable violations of
properties that are expected to hold for the execution trace of the program. A wide variety of
techniques are used:

• Stack canaries detect violations of the integrity of activation records on the call stack,
and hence detect some attacks that exploit memory management vulnerabilities to
modify a return address.

• No Execute (NX) data memory detects attempts to direct the program counter to data
memory instead of codememory and hence detectsmany direct code injection attacks.
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• Control-Flow Integrity (CFI) is a class of techniques that monitors whether the runtime
control flow of the program complies with some specification of the expected control
flow, and hence detects many code-reuse attacks.

On detection of an attack, the runtime monitor must react appropriately, usually by terminat-
ing the program under attack. Termination is a good reaction to ensure that an attack can do
no further damage, but it has of course a negative impact on availability properties.

14.4.2 Automated Software Diversity
Exploitation of vulnerabilities often relies on implementation details of the software under
attack. For instance, exploitation of a memory management vulnerability usually relies on
details of the memory layout of the program at runtime. A SQL injection attack can rely on
details of the database to which the SQL query is being sent.

Hence, a generic countermeasure to make it harder to exploit vulnerabilities is to diversify
these implementation details. This raises the bar for attacks in two ways. First, it is harder
for an attacker to prepare and test his/her attack on an identical system. An attack that works
against aweb server installed on the attackermachinemight fail against the sameweb server
on the victim machine because of diversification. Second, it is harder to build attacks that
will work against many systems at once. Instead of building an exploit once, and then using
it against many systems, attackers now have to build customised exploits for each system
they want to attack.

The most important realisation of this idea is Address Space Layout Randomization (ASLR),
where the layout of code, stack and/or heap memory is randomised either at load or at run-
time. Such randomisation can be coarse-grained, for instance, by just randomly relocating
the base address of code, stack and heap segments, or fine-grained where addresses of in-
dividual functions in code memory, activation records in the stack, or objects in the heap are
chosen randomly.

The research community has investigated many other ways of automatically creating diver-
sity at compilation time or installation time [1235], but such automatic diversification can
also bring important challenges to software maintenance as bug reports can be harder to
interpret, and software updates may also have to be diversified.

14.4.3 Limiting Privileges
The exploitation of a software vulnerability influences the behaviour of the software under
attack such that some security objective is violated. By imposing general bounds on what
the software can do, the damage potential of attacks can be substantially reduced.

Sandboxing is a security mechanism where software is executed within a controlled environ-
ment (the ‘sandbox’) and where a policy can be enforced on the resources that software in
the sandbox can access. Sandboxing can be used to confine untrusted software, but it can
also be used tomitigate the impact of exploitation on vulnerable software: after a successful
exploit on the software, an attacker is still confined by the sandbox.

The generic idea of sandboxing can be instantiated using any of the isolation mechanisms
that modern computer systems provide: the sandbox can be a virtual machine running under
the supervision of a virtual-machine monitor, or it can be a process on which the operating
system imposes an access control policy. In addition, several purpose-specific sandboxing

KA Software Security | October 2019 Page 477

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

mechanisms have been developed for specific classes of software, such as, for instance, jails
that can sandbox network- and filesystem-access in virtual hosting environments. The Java
Runtime Environment implements a sandboxing mechanism intended to contain untrusted
Java code, or to isolate code from different stakeholders within the same Java Virtual Ma-
chine, but several significant vulnerabilities have been found in that sandboxing mechanism
over the years [1236].

Compartimentalisation is a related but finer-grained security mechanism, where the software
itself is divided in a number of compartments and where some bounds are enforced on the
privileges of each of these compartments. This again requires some underlying mechanism
to enforce these bounds. For instance, a compartimentalised browser could rely on operating
system process access control to bound the privileges of its rendering engine by denying it
file system access. Exploitation of a software vulnerability in the rendering engine is now
mitigated to the extent that even after a successful exploit, the attacker is still blocked from
accessing the file system. Very fine-grained forms of compartimentalisation can be achieved
by object-capability systems [1229], where each application-level object can be a separate
protection domain.

To mitigate side-channel vulnerabilities, one can isolate the vulnerable code, for instance, on
a separate core or on separate hardware, such that the information leaking through the side
channel is no longer observable for attackers.

14.4.4 Software Integrity Checking
Under the umbrella term Trusted Computing, a wide range of techniques have been devel-
oped to measure the state of a computer system, and to take appropriate actions if that
state is deemed insecure. A representative technique is Trusted Boot where measurements
are accumulated for each program that is executed. Any modification to the programs (for
instance, because of a successful attack) will lead to a different measurement. One can then
enforce that access to secret keys, for instance, is only possible from a state with a specified
measurement.

Parno et al. [1237] give an excellent overview of this class of techniques.

CONCLUSIONS
Software implementation vulnerabilities come inmany forms, and can bemitigated by awide
range of countermeasures. Table 14.1 summarises the relationship between the categories of
vulnerabilities discussed in this chapter, and the relevant prevention, detection andmitigation
techniques commonly used to counter them.
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Vulnerability category Prevention Detection Mitigation

Memory management
vulnerabilities

memory-safe languages,
fat/smart pointers, cod-
ing rules

many static and dynamic
detection techniques

stack canaries, NX, CFI,
ASLR, sandboxing

Structured output genera-
tion vulnerabilities

regular expression types,
LINQ, Prepared State-
ments

taint analysis runtime detection

Race condition vulnerabil-
ities

ownership types, coding
guidelines

static and dynamic detec-
tion

sandboxing

API vulnerabilities contracts, usable APIs,
defensive API implemen-
tations

runtime checking of
pre- and post-conditions,
static contract verifica-
tion

compartimentalisation

Side channel vulnerabili-
ties

coding guidelines static detection isolation

Table 14.1: Summary overview

Acknowledgments

The insightful and constructive comments and feedback from the reviewers and editor on
earlier drafts have been extremely valuable, and have significantly improved the structure
and contents of this chapter, as have the comments received during public review.

KA Software Security | October 2019 Page 479

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

CROSS-REFERENCE OF TOPICS VS REFERENCE MATERIAL

Du
:c
om

pu
te
r-s

ec
ur

ity
[12

15
]

Do
w
d:
ar

t[
12

17
]

an
de

rs
on

20
08

se
cu

rit
y
[10

30
]

Pi
er
ce

:2
00

2:
TP

L:
50

90
43

[12
22

]

C-
co

di
ng

-s
ta
nd

ar
d
[12

24
]

sw
eb

ok
v3

[12
25

]

Ch
es

s:
st
at
ic
-a
na

ly
si
s
[12

16
]

14.1 Categories of Vulnerabilities
14.1.1 Memory Management Vulnerabilities c4,c5 c5 c6
14.1.2 Structured Output Generation Vulnerabilities c10,c11 c17 c9
14.1.3 Race Condition Vulnerabilities c7 c9
14.1.4 API Vulnerabilities c6 c9,c11
14.1.5 Side-channel Vulnerabilities c17
14.2 Prevention of Vulnerabilities
14.2.1 Language Design and Type Systems c1
14.2.2 API Design c18 c3
14.2.3 Coding Practices *
14.3 Detection of Vulnerabilities
14.3.1 Static Detection *
14.3.2 Dynamic Detection c4
14.4 Mitigating Exploitation of Vulnerabilities
14.4.1 Runtime Detection of Attacks c4
14.4.2 Automated Software Diversity c4
14.4.3 Limiting Privileges c7

FURTHER READING

Building Secure Software [1238] and 24 Deadly Sins of Software Security
[1239]
Building Secure Software was the first book focusing specifically on software security, and
even if some of the technical content is somewhat dated by now, the book is still a solid
introduction to the field and the guiding principles in the book have withstood the test of
time.

24 Deadly Sins of Software Security is a more recent and updated book by mostly the same
authors.
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The Art of Software Security Assessment [1217]
Even if this is a book that is primarily targeted at software auditors, it is also a very useful
resource for developers. It has clear and detailed descriptions of many classes of vulnerabil-
ities, including platform-specific aspects.

Surreptitious Software [1240]
Software security in this chapter is about preventing, detecting and removing software imple-
mentation vulnerabilities. However, another sensible, and different, interpretation of the term
is that it is about protecting the software code itself, for instance, against reverse engineer-
ing of the code, against extraction of secrets from the code, or against undesired tampering
with the code before or during execution. Obfuscation, watermarking and tamperproofing are
examples of techniques to protect software against such attacks. Surreptitious Software is
a rigorous textbook about this notion of software security.

OWASP Resources
The Open Web Application Security Project (OWASP) is a not-for-profit, volunteer-driven or-
ganisation that organises events and offers a rich set of resources related to application
security and software security. They offer practice-oriented guides on secure development
and on security testing, as well as a collection of tools and awareness raising instruments.
All these resources are publicly available at https://www.owasp.org.
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15.1 INTRODUCTION
The purpose of this Knowledge Area is to provide an overview of security mechanisms, at-
tacks and defences in modern web and mobile ecosystems. This overview is intended for
use in academic courses and to guide industry professionals interested in this area.

Web andmobile security have become the primarymeans throughwhichmany users interact
with the Internet and computing systems. Hence, their impact on overall information security
is significant due to the sheer prevalence of web and mobile applications (apps). Covering
bothweb andmobile security, this Knowledge Area emphasises the intersection of their secu-
rity mechanisms, vulnerabilities and mitigations. Both areas share a lot in common and have
experienced a rapid evolution in the features and functionalities offered by their client side
applications (apps). This phenomenon, sometimes called appification, is a driver in modern
web and mobile ecosystems. Web and mobile client apps typically interact with server side
application interfaces using web technologies. This second phenomenon, also sometimes
called webification, equally affects both web and mobile ecosystems. In the 1990s, web and
mobile security had a strong focus on server-side and infrastructure security. Web browsers
were mostly used to render and display static websites without dynamic content. The focus
on the server-side prevailed even with the rise of early scripting languages such as Perl and
PHP. However, web content became more dynamic in the 2000s, and server-side security
had to address injection attacks. Similarly to web browsers, early mobile devices had limited
functionality and were mostly used to make calls or send SMS. Mobile security back then
focused on access control, calls and SMS security.

The rise ofmodernweb andmobile platforms brought notable changes. A significant amount
of web application code is no longer executed on the server-side but runs in the browser.
Web browser support for Java, Adobe Flash, JavaScript and browser plugins and extensions
brought many new features to the client, which prompted a drastic change of the attack sur-
face on the web. New types of attacks such as Cross-Site Scripting emerged and plugins
proved to be vulnerable, e.g. Adobe Flash browser plugins are known for being an attractive
target for attackers. In response to these new threats, browser vendors and website develop-
ers and operators tookmeasures. For instance, Google Chrome disabled the Adobe Flash plu-
gin by default in 2019 [1241] and new security best practices were developed [1242]. Similarly
to web browsers, mobile devices became smarter and more feature-rich. Smartphones and
tablets are equipped with sensors, including motion, GPS and cameras. They have extensive
computing power, storage capacity and are connected to the Internet 24-7. Modern Android
and iOS devices run full-blown operating systems and increasingly feature-rich and complex
application frameworks. Mobile apps can request access to all the devices’ resources and
sensors using permission based access control, and process highly sensitive user informa-
tion. Being powerful, feature-rich, and connected makes mobile clients promising and attrac-
tive targets for attackers.

Modern web and mobile ecosystems are the primary drivers for the rise of appification and
the "there is an app for everything" motto sums up many of the technological and security de-
velopments in recent years. The appification trend resulted in millions of apps ranging from
simple flashlight apps to online social network apps, from online banking apps to mobile
and browser-based games. It also sparked the merging of technologies and security mech-
anisms used in web and mobile applications. Both ecosystems are typically client-server
oriented. Web browsers and mobile apps communicate with back-end services often using
web focused technologies. Communication is mostly based on the Hypertext Transfer Pro-
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tocol (HTTP) and its secure extension HTTPS. Both web-browsers and mobile applications
tend to primarily exchange Hypertext Markup Language (HTML), JSON and XML documents
and both make extensive use of the JavaScript programming language, on the server- and
the client-side. Webification describes the conversion to these web technologies.

The sheer amount of applications in modern web and mobile ecosystems also impacted
the software distribution model, which moved away from website downloads to centralised
application stores, which allow developers to publish, advertise and distribute their software,
and users to download new apps and app updates. The centralised software distribution had
a positive impact on update frequencies and speed for both web and mobile.

This Knowledge Area focuses on the appification trend and an introduction to the core tech-
nologies of the webification phenomenon. Figure 15.1 provides an overview of the entities
involved and their interactions.

Mobile Device

Apps
Apps

Sandboxed Apps

https://example.com
https://example.com

Web Browser

https://example.com
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<title>This is an example</title>
</head>
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Figure 15.1: Web and Mobile Ecosystem

After introducing core technologies and concepts, we describe important security mecha-
nisms and illustrate how they differ from non-web and non-mobile ecosystems. Software
and content isolation are crucial security mechanisms and aim to protect apps and web-
sites frommalicious access. While isolation is understood in relation to traditional operating
systems (cf. the Operating Systems & Virtualisation Knowledge Area (Chapter 11)), specifics
for web and mobile platforms will be outlined.

Modern web andmobile platforms introduced new forms of access control based on permis-
sion dialogues. Whilst a more general discussion of access control is included in the Authen-
tication, Authorisation & Accountability (AAA) Knowledge Area (Chapter 13), this Knowledge
Area discusses web and mobile specifics. Web and mobile applications make extensive use
of the HTTP and HTTPS protocols. Hence, we will discuss the Web Public-Key Infrastructure
(PKI) andHTTPSextending the Transport Layer Security (TLS) section in theNetwork Security
Knowledge Area (Section 17.4). Similarly, we will discuss web and mobile-specific authenti-
cation aspects, referring readers to the Authentication, Authorisation & Accountability (AAA)
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Knowledge Area (Chapter 13) for a more general discussion of authentication. Finally, we
address frequent software updates as a crucial security measure. While software updates
are equally important in traditional computer systems, the centralisation1 of web and mobile
ecosystems, introduces new challenges and opportunities.

The following sections focus on web and mobile-specific client and server-side security as-
pects. However, we will not address common software vulnerabilities (cf. the Software Se-
curity Knowledge Area (Chapter 14)) and operating system security (cf. Operating Systems
& Virtualisation Knowledge Area (Chapter 11)) in general. Section 15.3 first covers phishing
and clickjacking attacks and defenses. Both affect web and mobile clients and exploit hu-
man difficulties in correctly parsing URLs or identifying changes in the visual appearance
of web-sites. As feature-rich web and mobile clients store sensitive data, we will then dis-
cuss client-side storage security issues andmitigations. Finally, Section 15.3 discusses phys-
ical attacks on mobile clients, including smudge attacks and shoulder surfing. Section 15.4
addresses server-side challenges, starting with an overview of frequent injection attacks.
We discuss SQL and command injection attacks that allow malicious users to manipulate
database queries to storage backends of web applications and commands that are executed.
This is followed by a discussion of cross-site scripting and cross-site request forgery attacks
and common server-side misconfigurations that might lead to vulnerable service backends.

Overall, the discussion of client- and server-side security challenges aims to serve as the
underlining of the natural split between entities in web and mobile ecosystems. Additionally,
the chosen aspects illustrate the difference between the web and mobile world from other
ecosystems.

Due to its focus on the intersection of both web and mobile security, this Knowledge Area
does not cover aspects that are unique to either web ormobile such asmobile device security,
mobile network (i. e., 2G/3G/4G/5G) security (see Physical Layer and Telecommunications
Knowledge Area (Chapter 20)), and mobile malware. Some of these aspects are discussed
in the Hardware Security Knowledge Area (Chapter 18), the Malware & Attack Technology
Knowledge Area (Chapter 6) and the Network Security Knowledge Area (Chapter 17). We also
do not discuss side-channel attacks; the concept and examples for side-channel security are
given in the Hardware Security Knowledge Area (Chapter 18).

15.2 FUNDAMENTAL CONCEPTS AND APPROACHES

[456, 1243, 1244, 1245, 1246, 1247, 1248, 1249, 1250]

This section describes fundamental concepts and approaches of modern web and mobile
platforms that affect security. The information presented in this section is intended to serve
as a foundation to better understand the security challenges in the following sections. Sim-
ilar to other software products and computer systems, mobile operating systems and appli-
cations and web browsers as well as web servers may contain exploitable bugs. General pur-
pose software vulnerabilities are discussed in the Software Security Knowledge Area (Chap-
ter 14).

1There are only a limited number of widely used web browsers and application stores.
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15.2.1 Appification
Over the last ten years, the rise of mobile devices and ubiquitous Internet access have
changed theway software is produced, distributed and consumed, altering howhumans inter-
act with computer devices and with software installed on the devices. While regular Internet
browsers have been the dominant way of accessing content on the web in the pre-mobile era,
the concept of appification significantly changed the way users access content online [1244].
Appification describes the phenomenon of moving away from a web-based platform to ac-
cess most digital tools and media online with a web-browser through mobile applications
with highly specialised, tiny feature sets. As mobile devices grew to become the primary in-
terface for web access worldwide [1251], the number of apps rose enormously over the last
decade. “There is an app for everything” became themantra of appified software ecosystems,
which produced numerous applications for all sorts of use cases and application areas.Many
apps look like native local desktop or mobile applications. However, they are often (mobile)
web applications that communicate with back end services, which then outsource computa-
tion and storage tasks to the client. The shift towards appification had a significant impact
on web and mobile security creating more security challenges on the client-side. The rise of
appification also impacted the developer landscape. In the pre-appification era, software de-
velopment wasmostly dominated by experienced developers. Due to themore extensive tool
and framework support, the market entrance barrier is lower in appified ecosystems. This at-
tracts more inexperienced developers, and has negative consequences for web and mobile
security in general (cf. the Human Factors Knowledge Area (Chapter 4)).

The Rise of the Citizen Developer The appification trend attracts many non-professional
software developers called citizen developers. Many of them do not have a software engineer-
ing education but make use of multiple simple APIs and tools available to build apps for different
platforms. Oltrogge et al. [1252] found that the adoption of easy-to-use Online Application Genera-
tors (OAGs) to develop, distribute andmaintain apps has a negative impact on application security.
Generated apps tend to be vulnerable to reconfiguration and code injection attacks and rely on an
insecure infrastructure.

15.2.2 Webification
Modern web and mobile platforms gave rise to another phenomenon. Many of the applica-
tions are not native applicationswritten in compiled programming languages such as Java or
Kotlin and C/C++ (e. g. for Android apps) or Objective-C and Swift (e. g. for iOS apps). Instead,
they are based on web technologies including server-side Python, Ruby, Java or JavaScript
scripts and client-side JavaScript. In addition to conventional web applications targeting reg-
ular web browsers, mobile web applications are more frequently built using these web tech-
nologies. In particular, mobile web applications make heavy use of the JavaScript language.

This section gives a brief introduction to the most essential technologies needed to explain
vulnerabilities andmitigations later in the KA. We include Uniform Resource Locators (URLs),
the Hypertext Transfer Protocol (HTTP), the Hypertext Markup Language (HTML), Cascading
Style Sheets (CSS) and the JavaScript programming language. Formore detailed information,
we suggest reading [1253].
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15.2.2.1 Uniform Resource Locators

Uniform Resource Locators (URLs) [1245] are a core concept in the web. A URL is a well-
formed and fully qualified text string that addresses and identifies a resource on a server.
Address bars in modern browser User Interfaces (UIs) use the URLs to illustrate the remote
address of a rendered document. A fully qualified absolute URL string consists of several seg-
ments and contains all the required information to access a particular resource. The syntax
of an absolute URL is: scheme://credentials@host:port/resourcepath?query_parameters#fragments.
Each segment has a particular meaning (cf. Table 15.1).

Segment Optional Description

scheme: Indicates the protocol a web client should use to retrieve a resource.
Common protocols in the web are http: and https:

// Indicates a hierarchical URL as required by [1245]

credentials@ Can contain a username and password that might be needed to
retrieve a resource from a remote server.

host Specifies a case-insensitive DNS name (e. g. cybok.org), a raw IPv4(e. g. 127.0.0.1) or IPv6 address (e. g. [0:0:0:0:0:0:0:1]) to indicate the
location of the server hosting a resource.

:port Describes a non-default network port number to connect to a
remote server. Default ports are 80 for HTTP and 443 for HTTPS.

/resourcepath Identifies the resource address on a remote server. The resource
path format is built on top of Unix directory semantics.

?query_parameters Passes non-hierarchical parameters to a remote resource, such as
server-side script input parameters.

#fragment Provides instructions for the browser. In practice, it is used to
address an HTML anchor element for in-document navigation.

Table 15.1: URL segments.

15.2.2.2 Hypertext Transfer Protocol

The Hypertext Transfer Protocol (HTTP) is the most widely used mechanism to exchange
documents between servers and clients on the web. While HTTP is mostly used to trans-
fer HTML documents, it can be used for any data. Although HTTP/2.0 [1254] is the newest
protocol revision, the most widely supported protocol version is HTTP/1.1 [1243]. HTTP is
a text-based protocol using TCP/IP. An HTTP client initiates a session by sending an HTTP
request to an HTTP server. The server returns an HTTP response with the requested file.

The first line of a client request includes HTTP version information (e. g. HTTP/1.1). The
remaining request header consists of zero or more name:value pairs. The pairs are sep-
arated by a new line. Common request headers are User-Agent – these include browser in-
formation, Host – the URL hostname, Accept – which carries all supported document types,
Content-Length – the length of the entire request and Cookie – see Section 15.2.8. The
request header is terminated with a single empty line. HTTP clients may pass any additional
content to the server. Although the content can be of any type, clients commonly send HTML
content to the server, e. g. to submit form data. The HTTP server responds to the request
with a response header followed by the requested content. The response header contains the
supported protocol version, a numerical status code, and an optional, human-readable sta-
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tus message. The status notification is used to indicate request success (e. g. status 200),
error conditions (e. g. status 404 or 500) or other exceptional events. Response headers
might also contain Cookie headers – cf. Section 15.2.8. Additional response header lines are
optional. The header ends with a single empty line followed by the actual content of the re-
quested resource. Similar to the request content, the content may be of any type but is often
an HTML document.

Although cookies were not part of the original HTTP RFC [1243], they are one of the most
important protocol extensions. Cookies allow remote servers to store multiple name=value
pairs in client storage. Servers can set cookies by sending a Set-Cookie: name=value re-
sponse header and consume them by reading a client’s Cookie: name=value request header.
Cookies are a popular mechanism to maintain sessions between clients and servers and to
authenticate users.

HTTP is request-response based and neatly fits unidirectional data transfer use cases. How-
ever, for better latency and more effective use of bandwidth, bidirectional network connec-
tions are needed. Bidirectional connections not only allow clients to pull data from the server,
but also the server to push data to the client at any time. Therefore, the WebSocket proto-
col [1255] provides a mechanism on top of HTTP. WebSocket connections start with a reg-
ular HTTP request that includes an Upgrade: WebSocket header. After the WebSocket
handshake is completed, both parties can send data at any time without having to run a new
handshake.

15.2.2.3 Hypertext Markup Language

The Hypertext Markup Language (HTML) [1246] is the most widely used method to produce
and consume documents on the web. The most recent version is HTML5. The HTML syn-
tax is fairly straightforward: a hierarchical tree structure of tags, name=value tag parameters
and text nodes form an HTML document. The Domain Object Model (DOM) defines the log-
ical structure of an HTML document and rules how it is accessed and manipulated. How-
ever, competing web browser vendors introduced all sorts of custom features and modified
the HTML language to their wishes. The many different and divergent browser implementa-
tions resulted in only a small portion of the websites on the Internet adhering to the HTML
standard’s syntax. Hence, implementations of HTML parsing modes and error recovery vary
greatly between different browsers.

The HTML syntax comes with some constraints on what may be included in a parameter
value or inside a text node. Some characters (e. g., angle brackets, single and double quotes
and ampersands) make the blocks of the HTMLmarkup. Whenever they are used for a differ-
ent purpose, such as parts of substrings of a text, they need to be escaped. To avoid undesir-
able side effects, HTML provides an entity encoding scheme. However, the failure to properly
apply the encoding to reserved characters when displaying user-controlled information may
lead to severe web security flaws such as cross-site scripting (cf. Section 15.4).
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15.2.2.4 Cascading Style Sheets

Cascading Style Sheets (CSS) [1256] are a consistent and flexible mechanism to manipulate
the appearance of HTML documents. The primary goal of CSS was to provide a straight-
forward and simple text-based description language to supersede the many vendor-specific
HTML tag parameters that lead tomany inconsistencies. However, similar to divergent HTML
parsing implementations, different browsers also implement different CSS parsing behavior.
CSS allows HTML tags to be scaled, positioned or decorated without being limited by the
original HTML markup constraints. Similar to HTML tag values, values inside CSS can be
user-controlled or provided externally, which makes CSS crucial for web security.

15.2.2.5 JavaScript

JavaScript [1247] is a simple yet powerful object-oriented programming language for the web.
It runs both client-side in web browsers and server-side as part of web applications. The lan-
guage is meant to be interpreted at runtime and has a C-inspired syntax. JavaScript supports
a classless object model, provides automatic garbage collection and weak and dynamic typ-
ing. Client-side JavaScript does not support I/O mechanisms out of the box. Instead, some
limited predefined interfaces are provided by native code inside the browser. Server-side
JavaScript (e. g., Node.js [1257]) supports a wide variety of I/O mechanisms, e. g., network
and file access. The following discussion will focus on client JavaScript in web browsers.
Every HTML document in a browser is given its JavaScript execution context. All scripts in
a document context share the same sandbox (cf. Section 15.2.4). Inter-context communica-
tion between scripts is supported through browser-specific APIs. However, execution con-
texts are strictly isolated from each other in general. All JavaScript blocks in a context are
executed individually and in a well-defined order. Script processing consists of three phases:

Parsing validates the script syntax and translates it to an intermediate binary representation
for performance reasons. The code has no effect until parsing is completed. Blocks
with syntax errors are ignored, and the next block is parsed.

Function Resolution registers all named, global functions the parser found in a block. All
registered functions can be reached from the following code.

Execution runs all code statements outside of function blocks. However, exceptions may
still lead to execution failures.

While JavaScript is a very powerful and elegant scripting language, it brings up new chal-
lenges and security issues such as Cross-Site Scripting vulnerabilities (cf. Section 15.4.1).

15.2.2.6 WebAssembly

WebAssembly (Wasm) [1258] is an efficient and fast binary instruction format and is sup-
ported by most modern browser vendors. It is a stack-based virtual machine language and
mainly aims to execute at native speed on client machines. Code written in WebAssembly
is memory safe and benefits from all security features provided by regular code associated
with a website. WebAssembly code is sandboxed, enforces the same origin policy (cf. Sec-
tion 15.2.4) and is limited to the resources provided by the corresponding website’s permis-
sions. Additionally, WebAssembly code can access JavaScript code running in the same ori-
gin container and provide its functionality to JavaScript code from the same origin.
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15.2.2.7 WebViews

WebViews are a further trend in webification and mobile apps. They allow the easy integra-
tion of web content into mobile apps [1259]. Developers can integrate apps with HTML and
JavaScript and benefit from portability advantages. WebViews run in the context of regular
mobile apps and allow a rich two-way interaction with the hosted web content. Mobile apps
can invoke JavaScript from within the web content, and monitor and intercept events in the
web content. At the same time, specific JavaScript APIs allowWebView apps to interact with
content and sensors outside the WebView context. The interaction of web content with na-
tive app content raises new security concerns and enables both app-to-web and web-to-app
attacks [1260, 1261, 1262]. App-to-web attacks, allowmalicious apps to inject JavaScript into
hostedWebViewswith the goal to exfiltrate sensitive information or trickWebViews into navi-
gating to and presenting userswith untrusted and potentiallymaliciouswebsites.Web-to-app
attacks inject untrusted web content into an app and leverage an app’s JavaScript bridge to
the underlying host app. The goal of a web-to-app attack is privilege escalation to the level
of its hosting app’s process.

Both the appification and webification phenomena led to a new way of software distribution.
Instead of decentralised download sources, centralised application stores which are illus-
trated in the next section emerged.

15.2.3 Application Stores
Application stores are centralised digital distribution platforms that organise the manage-
ment and distribution of software in many web and mobile ecosystems. Famous examples
are the Chrome web store for extensions for the Chrome browser, Apple’s AppStore for iOS
applications, and Google Play for Android applications. Users can browse, download, rate
and review mobile applications or browser plugins and extensions. Developers can upload
their software to application stores that manage all of the software distribution challenges,
including the provision of storage, bandwidth and parts of the advertisement and sales. Be-
fore publication, most application stores deploy application approval processes for testing
reliability, adherence to store policies, and for security vetting [1263, 1264].

Most of the software available in ecosystems that have application stores is distributed
through the stores. Only a few users side-load software (i. e. install software from other
sources than the store). Application stores allow providers to control which applications are
available in their stores, which allows them to ban particular applications. Whilst this can
give rise to accusations of censorship, the deployment of security vetting techniques has
helped to significantly reduce the amount of malicious software available in stores [1263]
and to reduce the number of applications that suffer from vulnerabilities due to the misuse
of security APIs by developers [421]. Deployed security vetting techniques include static and
dynamic analysis applied to application binaries and running instances of applications. In
addition to security vetting techniques, application stores require applications to be signed
by developer or application store keys. In Android, application signing does not rely on the
same public key infrastructures used on the web. Instead, developers are encouraged to use
self-signed certificates and required to sign application updates with the same key to prevent
malicious updates [1265]. The application signing procedure on iOS devices requires apps to
be signed by Apple. Unsigned apps cannot be installed on iOS devices. Application stores
not only allow developers and users centralised access to software publication, distribution
and download, they also enable users to rate and review published applications. User rating
and reviews are intended to help other users make more informed download decisions, but
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they also have a direct connection to application security.

Impact of User Ratings and Reviews on Application Security Nguyen et al. [1266] con-
ducted a large-scale analysis of user reviews for Android applications and their impact on security
patches. They found that the presence of security- and privacy-related user reviews for applica-
tions are contributing factors to future security-related application updates.

15.2.4 Sandboxing
Both modern mobile and browser platforms make use of different sandboxing techniques
to isolate applications and websites and their content from each other (cf. Operating Sys-
tems & Virtualisation Knowledge Area (Chapter 11)) [1267, 1268]. This also aims to protect
the platform against malicious applications and sites. Major web browsers (e.g. Google
Chrome [1269]) and mobile platforms (e.g. Android [1270]) implement isolation at an oper-
ating system process level. Each application or website runs in its own process 2. By default,
isolated processes cannot interact with each other and cannot share resources. In browsers,
site isolation serves as a second line of defence as an extension to the same-origin-policy
(cf. Section 15.2.4.2).

15.2.4.1 Application Isolation

Modern mobile platforms provide each application with their sandbox running in a dedicated
process and their own file-system storage.Mobile platforms take advantage of underlying op-
erating system process protection mechanisms for application resource identification and
isolation. For example, application sandboxes in Android [1270] are set-up at kernel-level. Se-
curity is enforced through standard operating system facilities, including user and group IDs
as well as security contexts. By default, sandboxing prevents applications from accessing
each other and only allows limited access to operating system resources. To access pro-
tected app and operating system resources inter-app communication through controlled in-
terfaces is required.

15.2.4.2 Content Isolation

Content isolation is one of themajor security assurances inmodern browsers. Themain idea
is to isolate documents based on their origin so that they cannot interfere with each other.
The Same-Origin-Policy (SOP) [1271] was introduced in 1995 and affects JavaScript and its
interaction with a document’s DOM, network requests and local storage (e. g., cookies). The
core idea behind SOP is that two separate JavaScript execution contexts are only allowed to
manipulate a document’s DOM if there is an exactmatch between the document host and the
protocol, DNS name and port numbers3. Cross-origin manipulation requests are not allowed.
Table 15.2 illustrates sample SOP validation results. Similar to JavaScript-DOM-interaction,
the SOP limits the JavaScript XMLHttpRequest capabilities to only issue HTTP requests to
the origin of the host document.

One major flaw of SOP is that it relies on DNS instead of IP addresses. Attackers who can
intentionally change the IP address of a DNS entry can therefore circumvent SOP security
guarantees.

2Process-based site isolation is mostly used on desktop computers [1269].
3The protocol, DNS name and port number triple is called origin.
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Originating document Accessed document Browser behaviour

https://www.cybok.org/docs/ https://www.cybok.org/scripts/ Access okay
https://www.cybok.org/ https://books.cybok.org/ Host mismatch
http://www.cybok.org/ https://www.cybok.org/ Protocol mismatch
https://www.cybok.org/ https://www.cybok.org:10443/ Port mismatch

Table 15.2: SOP validation examples.

Since code that enforces the same-origin-policy occasionally contains security bugs, modern
browsers introduced a second line of defence: websites are rendered in their own processes
that run in a sandbox. Sandboxing websites is meant to prevent attacks such as stealing
cross-site cookies and saved passwords [1272].

Another additional layer of defence to enforce the same-origin policy and improve web ap-
plication security is the Content Security Policy (CSP) mechanism [1273]. A CSP is primarily
intended to prevent code injection attacks such as XSS (cf. Section 15.4.1), which exploit the
browsers’ trust of content that was sent by a web server. This allows malicious scripts to be
executed in clients’ browsers. CSP allows web developers and server operators to limit the
number of origins that browsers should consider to be trusted sources of content – includ-
ing executable code and media files. A CSP can be used so that servers can globally disable
code execution on the client. To enable CSP, developers or operators can either configure a
web server to send a Content-Security-Policy HTTP response header or add a HTML
<meta> tag to a website. Compatible browsers will then only execute code or load media
files from trusted origins.

Example: Content Security Policy Header The following CSP allows users of a web appli-
cation to include images from any origin, but to restrict media data (audio or video media) to
the trusted trusted-media.com domain. Additionally, scripts are restricted to the trusted-scripts.com
origin that the web developer trusts:
Content-Security-Policy: default-src ’self’; img-src *; media-src
trusted-media.com; script-src trusted-scripts.com

15.2.5 Permission Dialog Based Access Control
Permission systems inmodernmobile and web platforms enable protection of the privacy of
their users and reduce the attack surface by controlling access to resources. The control of
access to resources on a traditional computer system requires the accurate definition of all
involved security principals and the protected resources in the system. Finally, an access con-
trol system requires a non-bypassable and trusted mechanism to evaluate access requests
(the reference monitor) and sound security policies that define the appropriate course of ac-
tion for all access requests. Based on the security policies, the reference monitor can decide
whether it grants access or denies access (cf. the Authentication, Authorisation & Account-
ability (AAA) Knowledge Area (Chapter 13)).

Modern mobile and web platforms deviate from conventional computer systems in multiple
ways:
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15.2.5.1 The Security Principals

Traditional computer systems are primarily multi-user systems with human users and pro-
cesses running on their behalf. Modernmobile and web platforms extend conventional multi-
user systems to also consider all involved developers that have their applications installed
on the system as security principals.

15.2.5.2 The Reference Monitor

Typically, conventional computer systems implement access control as part of the Operating
System (OS), e.g., the file system and network stack. User-level processes can then extend
this OS functionality and implement their own access control mechanisms.

Like conventional computer systems, modern mobile and web platforms build on top of OS
low-level access controlmechanisms. Additionally, the extensive frameworks on top ofwhich
applications are developed and deployed, provide extended interfaces. Modern web and mo-
bile platforms use Inter-Process Communication (IPC) for privilege separation and compart-
mentalisation between apps and between apps and the operating system instead of allowing
direct access to resources. Access controlmechanisms on calling processes are used to pro-
tect IPC interfaces.

15.2.5.3 The Security Policy

In conventional computer systems, a process can have different privilege levels. It can run
as the superuser, as a system service, with user-level privileges or with guest privileges4. All
processes that share the same privilege level have the same set of permissions and can
access the same resources.

Modern mobile and web platforms make a clear distinction between system and third-party
applications: access to security- and privacy-critical resources is only granted to designated
processes and third-party applications have, by default, no access to critical resources. If
such access is required, application developers must request permissions from a set com-
monly available to all third-party applications. Most permissions allow developers to use des-
ignated system processes as deputies to access protected sensitive resources. Those sys-
tem processes serve as reference monitors and enforce access control policies.

15.2.5.4 Different Permission Approaches

Mobile and web platforms implement distinct permission approaches. First, platforms dis-
tinguish different privilege levels. A common distinction is two levels (e.g., as implemented
on Android): normal (e.g., access to the Internet) and dangerous permissions (e.g., access to
the camera or microphone). While application developers have to request both normal and
dangerous permissions to grant their applications access to the respective resources, the
levels differ for application users. Normal permissions are granted silently without any appli-
cation user interaction. However, whenever applications require dangerous permissions, the
underlying mobile or web platform presents users with permission dialogues. While earlier
Android versions showed users a list of all the necessary permissions of an application at in-
stall time, modern mobile platforms and browsers present permission dialogues at run-time.
A permission dialog usually is shown the first time an application requests access to the cor-
responding resource. Application users can then either grant or deny the application access

4Depending on the system, more levels may be implemented.
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to the resource. Modern permission-based access control systems allow greater flexibility
and control for both developers and users.

(a) Install permissions (b) Runtime permissions

Figure 15.2: Firefox Permission Dialogues

(a) Install permissions that can still be found
on legacy apps

(b) Runtime permissions on modern apps

Figure 15.3: Android Permission Dialogues

Permission Dialogues: Attention, Comprehension and Behaviour While permission dia-
logues theoretically allow for greater flexibility and control, in practice they tend to have serious
limitations. Porter Felt et al. found that Android applications developers tend to request more per-
missions for their applications than needed [1248]. Hence, applications request access to more
resources than strictly necessary, which violates the least-privilege principle. Similarly to develop-
ers, end-users struggle with permission dialogues. Porter Felt et al. [1157] found that they often do
not correctly understand permission dialogues and ignore them due to habituation (cf. the Human
Factors Knowledge Area (Chapter 4)).
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15.2.6 Web PKI and HTTPS
Theweb PKI and theHTTPS [456, 1249] protocol play a central role inmodernmobile andweb
platforms, both of which are based on client-server architectures. In the web, web servers or
applications exchange informationwith browsers. Onmobile platforms, apps exchange infor-
mation with backend (web) servers. In both cases, HTTPS should always be used for secure
network connections between clients and servers. To establish secure network connections,
the web public key infrastructure is used. Using the web PKI and X.509 certificates, clients
and servers can authenticate each other and exchange cryptographic keymaterial for further
encrypted information transport. This KA will not provide further details on how the authen-
tication process and the key exchange procedures work in detail (cf. the Network Security
Knowledge Area (Chapter 17)). Rather, it gives an overview of aspects specific to web and
mobile platforms.

HTTPS is the most widely deployed secure network protocol on the web and mobile. It over-
lays HTTP on top of the TLS protocol to provide authentication of the server, and integrity and
confidentiality for data in transit. While HTTPS offers mutual authentication of servers and
clients based on X.509 certificates, the primary use is the authentication of the accessed
server. Similar to TLS, HTTPS protects HTTP traffic against eavesdropping and tampering
by preventingman-in-the-middle attacks. Since HTTPS encapsulates HTTP traffic, it protects
URLs, HTTP header information including cookies and HTTP content against attackers. How-
ever, it does not encrypt the IP addresses and port numbers of clients and servers. While
HTTPS can hide the information exchanged by clients and servers, it allows eavesdroppers
to learn the top-level domains of the websites browsers that users visit, and to identify the
backend servers that mobile apps communicate with.

Both web browsers and mobile apps authenticate HTTPS servers by verifying X.509 certifi-
cates signed by Certificate Authorities CAs. Browsers and mobile apps come with a list of
pre-installed certificate authorities or rely on a list of pre-installed CAs in the host operating
system. A pre-installed certificate authority list in modern browsers and on modern mobile
platforms typically contains hundreds of CAs. To be trusted, an HTTPS server certificate
needs to be signed by one pre-installed CA.5

Modern browsers present users with a warning message (e. g., see Figure 15.4) when the
server certificate could not be validated. The warning messages are intended to indicate a
man-in-the-middle attack. However, common reasons for warning messages are invalid cer-
tificates, certificates that were issued for a different hostname, network errors between the
client and server and errors on the client such as misconfigured clocks [1274]. In most cases,
browser users can click-through a warning message and visit a website even if the server
certificate could not be validated [1275]. Browsers use coloured indicators in the address
bar to display the security information for a website. Websites loaded via HTTP, websites
loaded via HTTPS that load some of their content (e.g. CSS or JavaScript files) over an HTTP
connection6 and sites that use an invalid certificate but for which the user clicked through
a warning are displayed as insecure. HTTPS websites with a valid certificate are displayed
with a corresponding security indicator (e. g., see Figure 15.4). In contrast, users of mobile,
non-browser apps cannot easily verify whether an application uses the secure HTTPS pro-
tocol with a valid certificate. No visual security indicators similar to those used in browsers
are available. Instead, users have to trust application developers to take all the necessary
security measures for HTTPS connections.

5See the Network Security Knowledge Area (Chapter 17) for details on the validation process.
6Called mixed content.
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(a) Warning message for invalid certificate in Chrome

(b) Invalid certificate (c) Valid and
trusted certifi-
cate

(d) Extended validation certificate

Figure 15.4: Warning messages and security indicators in Chrome.

As of 2019, most of the popular websites support HTTPS, and the majority of connections
from clients to servers in the web and mobile applications use HTTPS to protect their users
against man-in-the-middle attacks. To further increase the adoption of HTTPS, server opera-
tors are encouraged to use HTTPS for all connections and deploy HTTP Strict Transport Se-
curity (HSTS) [1276]. Additionally, browser users can install extensions and plugins to rewrite
insecure HTTP URLs to secure HTTPS URLs [1277] if possible, and mobile application frame-
works make HTTPS the default network protocol for HTTP connections.

Using HTTPS does protect the content against attackers but does not preserve metadata
(e. g., which websites a user visits). Please refer to the Privacy & Online Rights Knowledge
Area (Chapter 5) for more information, including private browsing and the Tor network.

Rogue Certificate Authorities and Certificate Transparency The web PKI allows every
trusted root certificate authority to issue certificates for any domain. While this allows website
operators to freely choose a CA for their website, in the past some CAs have issued fraudulent
certificates for malicious purposes. One of the most prominent examples is the DigiNotar CA,
which in 2011 [1278] issued fraudulent certificates for multiple websites including Google’s Gmail
service. Nobody has been charged for the attack. However, DigiNotar went bankrupt in 2011. Cer-
tificate transparency [1279] was introduced to fight fraudulent certificate issuance. Certificate
transparency provides a tamper proof data structure and monitors all certificate issuance pro-
cesses of participating CAs. While it cannot prevent fraudulent certificate issuance, it improves
the chances of detection. Clients can verify the correct operation of the certificate transparency
providers and should only connect to websites that use X.509 certificates that include a signed
certificate timestamp. Certificate transparency is supported by most major certificate authorities
and browser vendors.
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15.2.7 Authentication
Authentication in the web and on mobile platforms is an important security mechanism de-
signed to enable human users to assert their identity to web applications, mobile devices or
mobile apps. Authentication goes hand in hand with authorisation which describes the spec-
ification of access privileges to resources. The specified access privileges are later on used
to grant or deny access to resources for authenticated users. This section will not give a de-
tailed overview of authentication and authorisation concepts (cf. the Authentication, Authori-
sation & Accountability (AAA) Knowledge Area (Chapter 13)) but will focus on authentication
mechanisms and technologies relevant for web and mobile platforms.

15.2.7.1 HTTP Authentication

Figure 15.5: Basic HTTP Authentication exchange.

In the HTTP context, authentication generally refers to the concept of verifying the identity
of a client to a server, e. g., by requiring the client to provide some pre-established secrets
such as username and password with a request. This section highlights two widely used
authenticationmethods on theweb,Basic HTTP authentication, and themore frequently usedHTTP Form-based HTTP authentication.
Basic HTTP authentication [1280] is a mechanism whose results are used to enforce ac-
cess control to resources. It does not rely on session identifiers or cookie data. Nor does
the Basic HTTP authentication scheme require the setup of dedicated login pages, as all
major browsers provide an integrated login form. A server can trigger this authentication
option by sending a response header containing the “HTTP 401 Unauthorised” sta-
tus code and a “WWW-Authenticate: Basic” field. Credentials entered into this form
by the client are combined with a “:” (“Username:Password”), Base64 encoded for transit
(“VXNlcm5hbWU6UGFzc3dvcmQK”), and added as Authorisation header to the next request
(“Authorization: Basic VXNlcm5hbWU6UGFzc3dvcmQK”). An example exchange be-
tween server and client is shown in Figure 15.5. The Basic authentication scheme is not se-
cure, as the credentials are transmitted after a simple Base64 encoding, which is trivial to
reverse. Hence, login credentials are transmitted in plain text across the network, which al-
lows attackers or network observers to easily steal the credentials. Therefore, Basic HTTP
authentication should not be used without additional enhancements that ensure confiden-
tiality and integrity such as HTTPS.

Form-based HTTP authentication in which websites use a form to collect login credentials
is a widely prevalent form of authentication in modern web and mobile applications. For this
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scheme, an unauthenticated client trying to access restricted content is shown an HTML-
based web form that prompts for their credentials. The client then submits the entered cre-
dentials to the sever (e. g., in a POST request). The server validates the form data and au-
thenticates the client on successful validation. Similar to Basic authentication, Form-based
authentication exposes user credentials in plain text if not protected by HTTPS.

15.2.7.2 Mobile Device Authentication

Mobile devices deploy a variety of authenticationmechanisms to unlock devices, grant users
access, and protect their data from illegitimate access. The most common mechanisms for
mobile device authentication are passwords, PINs, patterns and biometric features.

Users can use common alphanumeric passwords, including special characters. However,
since mobile device authentication is a frequent task [1281], many users tend to unlock their
mobile device using numerical PINs. Android devices also support unlock patterns (see Fig-
ure 15.6). Instead of choosing a password or PIN, users can pick an unlock pattern from a
3x3 grid.

Modern mobile devices allow users to authenticate using biometric features, including fin-
gerprint and facial recognition. These authentication features rely on hardware security prim-
itives, such as ARM’s TrustZone (cf. the Human Factors Knowledge Area (Chapter 18)).

(a) PIN (b) Pattern (c) Password (d) Fingerprint In-
dicator

(e) Facial Recogni-
tion Indicator

Figure 15.6: Android Device Unlocking

Android Unlock Patterns Similar to passwords (see Section 15.2.9) device unlock patterns
suffer from multiple weaknesses. Uellenbeck et al. [384] conducted a study to investigate users’
choices of 3×3 unlock patterns. They found empirical evidence that users tend to choose biased
patterns, e. g., users typically started in the upper left corner and selected three-point long straight
lines. Hence, similar to regular passwords (cf. theHumanFactors KnowledgeArea (Chapter 4)) the
entropy of unlock patterns is rather low. In addition to users choosing weak unlock patterns, the
mechanism is vulnerable to shoulder surfing attacks (see Section 15.3.3). As a countermeasure,
De Luca et al. [1282] propose to use the back of a device to authenticate users.
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15.2.8 Cookies
Web servers can associate stateful information with particular clients by using HTTP cook-
ies [1283]. Cookie information (e.g., IDs of items added to the shopping cart in an online shop)
is stored by the client. Cookies allow clients and servers to include their unique session identi-
fiers in each HTTP request-response, avoiding the need for repeated authentication. Session
cookies expire when the session is closed (e.g., by the client closing the browser) but persis-
tent cookies only expire after a specific time.

Cookie-based authentication allows clients to re-establish sessions every time they send re-
quests to the server with a valid cookie. Cookie-based session management is vulnerable
to the hijacking of session identifiers [1284]. Hijackers who post valid session cookies can
connect to the attacked server with the privileges of the authenticated victim.

Cookies can also be used to track users across multiple sessions by providers. This be-
haviour is generally jeopardising user privacy (cf. the Adversarial Behaviours Knowledge Area
(Chapter 7) and the Privacy & Online Rights Knowledge Area (Chapter 5)).

15.2.9 Passwords and Alternatives
Passwords are the most widely deployed mechanism to let users authenticate to websites
and mobile applications and protect their sensitive information against illegitimate access
online. They are the dominantmethod for user authentication due to their low cost, deployabil-
ity, convenience and good usability. However, the use of passwords for most online accounts
harms account security [1250]. Since humans tend to struggle memorising many different
complicated passwords, they often choose weak passwords and re-use the same password
for multiple accounts. Weak passwords can easily be guessed by attackers offline or online.
Re-used passwords amplify the severity of all password attacks. One compromised online
account results in all other accounts protected with the same password as vulnerable. While
password guidelines in the past frequently recommended the use of complex passwords, cur-
rent guidelines state that requiring complex passwords actually weakens password security
and advise against policies that include password complexity [1285, 1286]. These aspects
are further discussed in the Human Factors Knowledge Area (Chapter 4).

Online service providers deploy various countermeasures to address security issues with
weak passwords and password re-use:
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15.2.9.1 Password Policies

Password policies are rule sets to encourage users to choose stronger passwords. Some
password policies also address the memorability issue. To support stronger passwords,
most rules address password length and composition, blacklists and the validity period of a
password [1287, 1288].

15.2.9.2 Password Strength Meters

Password StrengthMeters (PSMs) pursue the same goal as password policies and aim to en-
courage the choice of stronger passwords. PSMs typically provide visual feedback or assign
passwords scores to express password strength (see Figure 15.7) [1289].

Figure 15.7: A password strength meter

However, addressing weak passwords and password re-use by deploying restrictive poli-
cies or PSMs has only a limited effect on overall password security [1290]. Hence, service
providers can use extensions to simple passwords to increase authentication security.

15.2.9.3 Password Managers

Password managers can help users generate, store and retrieve strong passwords. Strong
passwords are generated and stored using secure random number generators and secure
encryption. They come as locally installable applications, online services or local hardware
devices. While they can help users use more diverse and stronger passwords, their effect
on overall password security is limited due to usability issues [1291]. For a more detailed
discussion please refer to the Human Factors Knowledge Area (Chapter 4).

15.2.9.4 Multi-Factor Authentication

Instead of requiring only one factor (e. g., a password), multi-factor authentication systems
require users to present multiple factors during the authentication process [1292]. Website
passwords are often complemented with a second factor for two-factor authentication (2FA).
Most commonly, the second factor typically makes use of amobile device. So in addition to a
password, users need to have their device at hand to receive a one-time token to authenticate
successfully. The European Payment Services Directive 2 (PSD2) requires 2FA for all online
payment services in web and mobile environments (cf. the Authentication, Authorisation &
Accountability (AAA) Knowledge Area (Chapter 13)).
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15.2.9.5 WebAuthn

The WebAuthn (Web Authentication) [1293] web standard is a core component of the FIDO2
project (cf. the Authentication, Authorisation & Accountability (AAA) Knowledge Area (Chap-
ter 13)) and aims to provide a standardised interface for user authentication for web-based
applications using public-key cryptography. WebAuthn is supported by most modern web-
browsers and mobile operating systems. It can be used in single-factor or multi-factor au-
thentication mode. In multi-factor authentication mode PINs, passcodes, swipe-patterns or
biometrics are supported.

15.2.9.6 OAuth

While not an authentication mechanism itself (cf. the Authentication, Authorisation & Ac-
countability (AAA) Knowledge Area (Chapter 13)), Open Authorisation (OAuth) [1294] can be
used for privacy-friendly authentication and authorisation for users against third-party web
applications. OAuth uses secure tokens instead of requiring users to provide login credentials
such as usernames and passwords. On behalf of their users, OAuth service providers provide
access tokens that authorise specific account information to be shared with third-party ap-
plications. More recent successors of the OAuth protocol including OAuth 2 [1186] or OpenID
Connect [1295] support federations (cf. the Authentication, Authorisation & Accountability
(AAA) Knowledge Area (Chapter 13)). Large providers of online services such as Google or
Facebook can act as identity providers to authenticate users, thus helping users to reduce
the number of login credentials and accounts. While such protocols aim to provide improved
security, the correct and secure implementation of such complex protocols was shown to be
error-prone and might allow malicious users to run impersonation attacks [1296].

15.2.10 Frequent Software Updates
Frequent software updates are a fundamental security measure and particularly crucial for
web and mobile platforms. This section discusses the different components in the web and
mobile ecosystems that require regular updates, the different update strategies, and their
pros and cons. Traditionally, browser and mobile device updates required their users to in-
stall updates manually whenever new versions were available. Users had to keep an eye on
software updates and were responsible for downloading and installing new releases. This
approach was error-prone and resulted in many outdated and insecure deployed software
components.

Most of the critical components on modern web and mobile platforms have short release
cycles. Web browsers, including Google Chrome andMozilla Firefox, implement auto-update
features and frequently push new versions and security patches to their users.

Mobile platforms also provide automatic application updates for third-party apps. While this
approach generally results in quicker updates and the timely distribution of security patches,
automatic mobile application updates are only enabled by default for devices connected to
WiFi. Devices connected to a cellular network (e. g., 3G/4G) do not benefit from automatic ap-
plication updates by default. This update behaviour ensures most third-party application up-
dates are installed on mobile devices within a week [1297]. Automatic third-party application
updates work well on mobile devices. Mobile operating system update behaviour heavily de-
pends on the platform. In particular, many non-Google Android devices suffer from outdated
and insecure operating system versions.

Overall, modern web and mobile platforms recognised the disadvantages of non-automatic
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software updates and now provide automatic or semi-automatic platform or application up-
dates in most cases.

Outdated Third Party Libraries While frequent software updates are crucial in general, up-
dates of third-party libraries is a particularly important security measure for software developers
who need to patch their own code and distribute updates, while also tracking vulnerabilities in li-
braries they use and updating them for better security. Derr et al. [1298] conducted ameasurement
study of third-party library update frequencies in Android applications and found that a significant
number of developers use outdated libraries, exposing their users to security issues in the affected
third party libraries. Lauinger et al. [1299] conducted a similar study for JavaScript libraries in web
applications and also found many websites that include outdated and vulnerable libraries.

15.3 CLIENT SIDE VULNERABILITIES AND MITIGATIONS

[1300, 1301, 1302, 1303, 1304, 1305, 1306, 1307, 1308, 1309, 1310, 1311, 1312]

This section covers attacks and their countermeasureswith a focus on the client. It discusses
issues in bothmodern web browsers andmobile devices. The illustrated security issues high-
light aspects that have dominated security discussions in recent years. We focus on attacks
that exploit weaknesses in the interaction between users andweb browsers andmobile apps.
We then discuss challenges resulting from the trend of storing more and more information
on the client instead of the server. Finally, we discuss physical attacks that do not focus on
exploiting software or human vulnerabilities, but exploit weak points in mobile devices.

15.3.1 Phishing & Clickjacking
This section presents two prevalent issues that exploit user interface weaknesses of both
web and mobile clients. Phishing and clickjacking rely on issues humans have with properly
verifying URLs and the dynamic content of rendered HTML documents.

15.3.1.1 Phishing

Phishing attacks are fraudulent attacks that aim to steal sensitive information, including login
credentials and credit card numbers from victims [1302]. Common types of phishing attacks
use email, websites or mobile devices to deceive victims. Attackers disguise themselves as
trustworthy parties and send fake emails, show fake websites or send fake SMS or instant
messages. Fake websites may look authentic. Attackers can use successfully stolen login
credentials or credit card numbers to impersonate victims and access important online ac-
counts. Successful phishing attacks may result in identity theft or loss of money.

Attackers commonly forge websites that appear legitimate to trick users into believing they
are interacting with the genuine website. To initiate a phishing attack, attackers plant manip-
ulated links on users via email, a website or any other electronic communication. The ma-
nipulated link leads to a forged website that appears to belong to the genuine organisation
behind the website in question. Attackers often spoof online social media, online banking
or electronic payment provider websites. They trick victims into following manipulated links
using misspelled URLs, subdomains or homograph attacks.

KA Web & Mobile Security | October 2019 Page 503

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

Example: Phishing URL In the following example URL:
https://paymentorganization.secure.server.com,

it appears that the URL points to the secure.server section of the paymentorganization website. How-
ever, in fact the link leads to the paymentorganization.secure section of the server.com website.

Tomake forged websites look evenmore authentic, some phishers alter a browser’s address
bar by replacing the original address bar with a picture of the legitimate URL or by replacing
the original address bar with a new one. Address bar manipulation attacks require the use of
JavaScript commands. Additionally, phishers leverage Internationalised Domain Name (IDN)
homograph attacks [1313]. Such attacks exploit that users cannot easily distinguish different
character encodings. For example, the letters ”l” and ”I” (capital i) are hard to distinguish, and
by replacing the Latin characters ”a” with the cyrilic character ”a” in the https://paypal.com url,
users can deceptively be redirected to a phished PayPal website. [1314]. Attacks that involve
manipulated URLs and address bars are even harder to detect in mobile browsers since the
address bar is not visible during regular browsing. Website phishing is one of the most fre-
quent attacks. Most human users find it hard to to spot phishing URLs and websites [1300].

Therefore, common countermeasures are anti-phishing training and public awareness cam-
paigns [1301] that try to sensitise users and teach them how to spot phishing URLs. Modern
browsers deploy technical security measures, including blacklists and visual indicators that
highlight the top-level domain of a URL, e.g. Google Chrome shows URLs using an encoding
that exposes deceptive characters in IDN attacks 7.

Drive-by-download Attacks Drive-by-download attacks happen when users visit a website,
click on a link or on an attachment in a phishing email or on a malicious popup window. While
being a general problem in the web, drive-by-downloads play a particular role in phishing attacks.
Instead of visiting a benign website, drive-by-download attacks download and install malware
(cf. the Malware & Attack Technology Knowledge Area (Chapter 6)) on a user’s computer. Attack-
ers need to fingerprint victim clients and exploit vulnerable software components on the client’s
computer to plant the malware. Detecting such attacks is an active research area and includes
approaches such as anomaly or signature based malware detection [814].

15.3.1.2 Clickjacking

In a clickjacking attack, attackersmanipulate the visual appearance of awebsite to trick users
into clicking on a fake link, button, or image. Clickjacking is also known as a user interfaceredress attack andbelongs to the class of confuseddeputy attacks [1303]. Attackers fool their
victims using transparent or opaque layers over original websites. While victims believe they
have clicked on the overlay element, the original website element is clicked on. Attackers can
thus make their victims trigger arbitrary actions on the original website. The attack website
uses an iFrame to load the target website and can make use of the absolute positioning
features of iFrames for correct visual alignment. Thus, it is hard for victims to detect the
attack elements over the original website. Clickjacking attacks are particularly dangerous
when victims have already logged in to an online account and visit their account settings
website. In those cases, an attacker can trick the victim into performing actions on a trusted
site when the victim is already logged in. One of the most prominent clickjacking attacks hit
the Adobe Flash plugin settings page [1304]. Attackers used invisible iFrames to trick their

7cf. https://www.chromium.org/developers/design-documents/idn-in-google-chrome
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victims into changing the plugin’s security settings and permitting the attackers to access
the microphone and camera of their victims’ machines.

Clickjacking attacks can be used to launch other attacks against websites and their
users, including Cross-Site Request Forgery and Cross-Site Scripting attacks (see Sec-
tion 15.4.1) [1303].

A clickjacking attack is not a programmingmistake but a conceptual problemwith JavaScript.
Hence, detection and prevention are not trivial. Detecting and preventing clickjacking attacks
can be done both server- and client-side. Web browser users can disable JavaScript and
iFrames to prevent clickjacking attacks. However, since this would break many legitimate
websites, different browser plugins (e. g., NoScript [1305]) allow the controlled execution of
JavaScript scripts on behalf of the user. In order to contain the impact of clickjacking attacks,
users should log out of online accounts when leaving a website, although this could be im-
practical. In order to prevent clickjacking attacks on the server-side, website developers need
to make sure that a website is not frame-able, i. e. a website does not load if it is inside an
iFrame. Websites can include JavaScript code to detect whether a website has been put into
an iFrame and break out of the iFrame. This defence technique is called FrameBusting [1306].
However, since users might have disabled JavaScript, this method is not reliable. The rec-
ommended server-side defence mechanism is to set a proper HTTP response header. The
X-FRAME-OPTIONS header can be set to DENY, which will prevent a website being loaded
inside an iFrame.

Clickjacking attacks affect both desktop and mobile web browsers.

Phishing and Clickjacking on Mobile Devices Phishing and Clickjacking are not limited to
browsers and theweb.Mobile application users are susceptible to both attacks. Aonzo et al. [1315]
find that it is possible to trick users into an end-to-end phishing attack that allows attackers to gain
full UI control by abusing Android’s Instant App feature and password managers to steal login cre-
dentials. Fratantonio et al. [1316] describe the Cloak & Dagger attack that allows a malicious ap-
plication with only two permissions (cf. Section 15.2.5) to take control over the entire UI loop. The
attack allows for advanced clickjacking, keylogging, stealthy fishing and silent phone unlocking.

15.3.2 Client Side Storage
Client-side storage refers to areas that a browser or operating system provides to websites
or mobile applications to read and write information. Storage is local to the client and does
not require server-side resources or an active Internet connection. At the same time, mali-
cious users may manipulate stored information. Hence, client-side storage areas need to be
protected from malicious access. This section describes common client-side storage areas
and their protection mechanisms.
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15.3.2.1 Client Side Storage in the Browser

Historically, client-side browser storage was only used to store cookie information (see Sec-
tion 15.2.8). However, due to their simple design and limited capacity, cookies cannot be used
to store large or complex amounts of information.With the rise of HTML5,more powerful and
feature-rich alternatives for client-side storage in the browser exist. These include WebStor-
age [1307], which is similar to cookies and stores key-value pairs, and IndexedDB [1308], which
serves as a database in the vein of noSQL databases and can be used to store documents,
other files and binary blobs.

As mentioned, the primary security issue with client-side storage mechanisms is that mali-
cious users can manipulate them. To guarantee integrity for sensitive information (e. g., ses-
sion information), developers are advised to cryptographically sign the data stored on the
client and verify it upon retrieval.

In addition to information integrity, a second important aspect ofWebStorage and IndexedDB
storage is that stored information is not automatically cleared after users leave a website. To
store information in a session-like fashion, web application developers are advised to rely on
the sessionStorage object of the WebStorage API [1310].

15.3.2.2 Client Side Storage in Mobile Applications

Inmobile applications, handling client-side storage security also depends on the type of infor-
mation and storagemechanism, e. g., private storage of an application or public storage such
as an SD card. Most importantly, data should be digitally signed and verified (cf. the Cryptog-
raphy Knowledge Area (Chapter 10)) for both browser and mobile client storage purposes.
It is recommended that developers sign and encrypt sensitive information and apply proper
user input sanitisation. This is particularly relevant for shared storage such as SD-cards that
do not use secure access control mechanisms. Instead, proper access administration mech-
anisms are provided for storage areas that are private to an application.

Sensitive Information Leaks in Android Applications Enck et al. [427] investigated the se-
curity of 1,100 popular Android applications. Amongst other things, they found that a significant
number of apps leaked sensitive user information to publicly readable storage locations such as
log files and the SD card. Reardon et al. [1317] discovered that some sensitive information leaks
are made intentionally to pass sensitive information to another, collaborating and malicious app.
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15.3.3 Physical Attacks
Instead of attacking web or mobile applications’ code, physical attacks aim to exploit bugs
and weak points that result from using a device. We focus on two representative examples
below.

15.3.3.1 Smudge attacks

In a smudge attack, an attacker tries to learn passwords, PINs or unlock patterns entered on a
touchscreen device. The main problem with entering sensitive unlock information through a
touchscreen is the oily smudges that users’ fingers leave behindwhen unlocking a device. Us-
ing inexpensive cameras and image processing software, an attacker can recover the grease
trails and infer unlock patterns, passwords, and PINs [1311]. To perform a smudge attack, an
attacker needs a clear view of the target display.

15.3.3.2 Shoulder Surfing

Shoulder surfing is a physical attack where an attacker tries to obtain sensitive information
such as passwords, PINs, unlock patterns, or credit card numbers [1312]. For a shoulder surf-
ing attack, an attacker needs a clear view of the target display. The attacker can mount a
shoulder surfing attack either directly by looking over the victim’s shoulder or from a longer
range by using dedicated tools such as cameras or telescopes. Shoulder surfing attacks are
particularly dangerous for mobile device users when authenticating to the device or online
services in public spaces such as trains, railways, and airports.

15.4 SERVER SIDE VULNERABILITIES AND MITIGATIONS

[1318, 1319, 1320, 1321, 1322, 1323, 1324, 1325, 1326, 1327]

This section discusses server-side security. It provides details for common aspects of server
security, including well-known vulnerabilities and mitigations. The section discusses root
causes, illustrates examples, and explainsmitigations. The aspects discussed below are cen-
tral for the web and mobile environments and dominated many of the security discussions
in this area in the past.

15.4.1 Injection Vulnerabilities
Injection attacks occur whenever applications suffer from insufficient user input validation
so that attackers can insert code into the control flow of the application (cf. the Software
Security Knowledge Area (Chapter 14)). Prevalent injection vulnerabilities for web and mo-
bile applications are SQL and Shell injections [1253]. Due to inadequate sanitisation of user
input, requests to a database or shell commands can be manipulated by an attacker. Such
attacks can leak or modify information stored in the database or issue commands on a sys-
tem in ways developers or operators have not intended. The main goal of injection attacks
is to circumvent authentication and expose sensitive information such as login credentials,
personally identifiable information, or valuable intellectual property of enterprises.

Injection vulnerabilities can be addressed by adequately sanitising attacker-controlled infor-
mation and deploying proper access control policies. The goal of input sanitisation is to filter
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invalid and dangerous input. Additionally, strict access control policies can be implemented
to prevent injected code from accessing or manipulating information [1318].

15.4.1.1 SQL-Injection

SQL-injection attacks refer to code injections into database queries issued to relational
databases using the Structured Query Language (SQL). Many web and mobile applications
allow users to enter information through forms or URL parameters. SQL injection occurs if
such user input is not filtered correctly for escape characters and then used to build SQL
statements. Enabling attackers to modify SQL statements can result in malicious access or
manipulation of information stored in the database.

Example: SQL Injection attack The statement below illustrates the vulnerability.

1vuln_statement = " ’ SELECT * FROM cred i t ca rds WHERE number = ’ " +
user_ input + " ; ’ "

The intention of the statement is to retrieve credit card information for a given user input. An
example for an expected input 123456789.
However, the statement above allows malicious values for the user_input variable. An attacker
might provide ’ OR ’1’=’1 as input which would render the following SQL statement:

1vuln_statement = " ’ SELECT * FROM cred i t ca rds WHERE number = ’ ’
OR ’ 1 ’ = ’ 1 ’ ; "

Instead of retrieving detailed credit card information only for one specific credit card number, the
statement retrieves information for all credit cards stored in the database table. A potential web
application with the above SQL injection vulnerability could leak sensitive credit card information
for all users of the application.

The consequences of the above SQL injection vulnerability might be directly visible to the
attacker if all credit card details are listed on a results page. However, the impact of an SQL
injection can also be hidden and not visible to the attacker.

blind SQL injections [1319], do not display the results of the vulnerability directly to the at-
tacker (e. g., because results are not listed on a website). However, the impact of an
attack might still be visible through observing information as part of a true-false re-
sponse of the database. Attackers might be able to determine the true-false response
based on the web application response and the way the web site is displayed.

second order In contrast to the previous types of SQL injection attacks, second order attacks
occur whenever user submitted input is stored in the database for later use. Other parts
of the application then rely on the stored user input without escaping or filtering it prop-
erly.

One way tomitigate SQL injection attacks is with the use of prepared statements [1320, 1321].
Instead of embedding user input into raw SQL statements (see above), prepared statements
use placeholder 8 variables to process user input. Placeholder variables are limited to store
values of a given type and prohibit the input of arbitrary SQL code fragments. SQL injections
attacks would result in invalid parameter values in most cases and not work as intended
by an attacker. Also, prepared statements are supported by many web application devel-
opment frameworks at the coding level using Object Relational Mapping (ORM) interfaces.

8Also called bind variables.
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ORMs do not require developers to write SQL queries themselves but generate database
statements from code. While prepared statements are an effective mitigation mechanism, a
further straightforward way is to escape characters in user input that have a special mean-
ing in SQL statements. However, this approach is error-prone, and many applications that
apply some form of SQL escaping are still vulnerable to SQL injection attacks. The reasons
for the mistakes are often incomplete lists of characters that require escaping. When escap-
ing is used, developers should rely on functions provided by web application development
frameworks (e. g. the mysqli_real_escape_string() function in PHP) instead of im-
plementing their own escaping functionality.

15.4.1.2 Command Injections

This type of injection attack affects vulnerable applications that can be exploited to execute
arbitrary commands on the host operating system of a web application [1328]. Similar to SQL
injection attacks, command injections are mostly possible due to insufficient user input vali-
dation. Vulnerable commands usually run with the same privileges as the host application.

An example of a command injection attack is a web application that converts user-provided
images using a vulnerable image command line program. Providing malicious input (e. g., a
filename or a specially crafted support graphic that includes malicious code) might allow
attackers to exploit insufficient input validation and extend the original command or run ad-
ditional system commands.

Amitigation for command injection attacks is to construct the command strings, including all
parameters in a safe way that does not allow attackers to exploit malicious string input. In ad-
dition to proper input validation due to escaping, following the principle of least-privilege and
restricting the privileges of system commands and the calling application is recommended.
The number of callable system commands should be limited by using string literals instead
of raw user-supplied strings. In order to further increase security, regular code reviews are rec-
ommended, and vulnerability databases (e. g., the CVE [1322] database) should bemonitored
for new vulnerabilities. Finally, if possible, executing system commands should be avoided
altogether. Instead, the use of API calls in the respective development framework is recom-
mended.

15.4.1.3 User Uploaded Files

Files provided by users such as images or PDFs have to be handled with care. Malicious files
trigger unwanted command execution on the host operating system of the server, overload
the host system, trigger client-side attacks, or deface vulnerable applications [1253].

Example: Online Social Network An example application could be an online social network
that allows users to upload their avatar picture. Without proper mitigation techniques in place, the
web application itself might be vulnerable. A malicious user could upload a .php file. Accessing
that file might prompt the server to process it as an executable PHP file. This vulnerability would
allow attackers to both execute code on the server with the permissions of the PHP process and
also control the content served to other users of the application.

To prevent attacks through user-uploaded files, both meta-data including file names and the
actual content of user-uploaded files need to be restricted and filtered, e.g. looking for mal-
ware in uploaded files. Filenames and paths should be constructed using string literals in-
stead of raw strings and proper mime-types for HTTP responses used whenever possible.
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Files that are only available for download and should not be displayed inline in the browser,
can be tagged with a Content-Disposition HTTP response header [1323]. Another suc-
cessfulmitigation for the above issue is to serve files fromadifferent domain. If the domain is
not a subdomain of the original domain, the SOP 15.2.4.2 prevents cookies and other critical
information from being accessible to the malicious file. Additionally, JavaScript and HTML
files are protected by the SOP as well.

15.4.1.4 Local File Inclusion

This type of vulnerability is a particular form of the above command injection or user-
uploaded files vulnerabilities [1253]. For example, attackers can exploit a command injec-
tion, use a malformed path in a database or a manipulated filename. The file path resulting
from one of these vulnerabilities can be crafted to point to a local file on the server, e. g., a
.htaccess or the /etc/shadow file. A vulnerable web application might then access the
maliciously crafted file path and instead of loading a benign file, read and send the content
of the attacker-chosen file and e. g. leak login credentials in the /etc/shadow file.

In addition to sanitisation of file path parameters such as leading / and .. in user input,
the application of the least privilege principle is recommended. A web application should be
executed with minimal privileges and so that it cannot access sensitive files.

15.4.1.5 Cross-Site Scripting (XSS)

Cross-Site Scripting (XSS) [1324] attacks are injection vulnerabilities that allow attackers to
inject malicious scripts (e. g., JavaScript) into benign websites. They can occur whenever
malicious website users are able to submit client scripts to web applications that redistribute
the malicious code to other end-users. Common examples of websites that are vulnerable to
XSS attacks are message forums that receive user content and show it to other users. The
primary root cause for XSS vulnerabilities is web applications that do not deploy effective
input validation mechanisms. Untrusted and non-validated user-provided data might contain
client-side scripts. Without proper user input validation, a malicious JavaScript previously
provided by one user, might be distributed to other users andmanipulate the website they are
visiting or steal sensitive information. In an XSS attack, the client browser cannot detect the
malicious code, since it is sent from the original remote host, i. e. same-origin-policy based
security measures are ineffective. We distinguish two types of XSS attacks:

stored In a stored XSS attack the malicious script is permanently stored on the target server
(e. g. in a database) and distributed to the victims whenever they request the stored
script for example as part of a comment in a message forum. Stored XSS attacks are
also called permanent or Type-I XSS.

reflected In a reflected XSS attack, the malicious script is not permanently stored on the
target server, but reflected by the server to the victims. Malicious scripts in reflected
attacks are distributed through different channels. A common way of delivering a ma-
licious script is to craft a link to the target website. The link contains the script and
clicking the link executes the malicious script in the website’s script execution context.
Reflected XSS attacks are also called non-permanent or Type-II XSS.

Preventing both types of XSS attacks requires rigorous user input validation and escaping by
the server. Themost effectivemeans of input validation is a whitelist approach, which denies
any input that is not explicitly allowed. For proper and secure entity encoding, the use of a
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security encoding library is recommended, since writing encoders is very difficult and code
review in combination with the use of static code analysis tools is also valuable.

Since eliminating XSS vulnerabilities entirely due to user input sanitization is hard, different
approaches are discussed in the literature. A promising approach is the randomisation of
HTML tags and attributes. Web applications randomise their order so clients can distinguish
between benign and trusted content and potentially untrusted malicious content. As long as
an attacker does not know the randomisation mapping, clients can successfully distinguish
trusted from untrusted scripts [1329].

15.4.1.6 Cross-Site Request Forgery

Cross Site Request Forgery (CSRF) [1325] attacks mislead victims into submitting malicious
HTTP requests to remote servers. The malicious request is executed on behalf of the user
and inherits their identity and permissions. CSRF attacks are so dangerous because most
requests to remote servers include credentials and session information associated with a
user’s identity, including session cookies. Authenticated users are particularly attractive vic-
tims for attackers since it can be hard for remote servers to distinguish between benign and
malicious requests as long as they are submitted from the victim’smachine. CSRF attacks do
not easily allow attackers to access the server response for themalicious request. Therefore,
the main goal of a CSRF attack is to trick victims into submitting state-changing requests to
remote servers. Attractive targets are requests that change the victim’s credentials or pur-
chase something.

Example: Online Banking In the following online banking scenario Alice wishes to trans-
fer 50 EUR to Bob using an online banking website that is vulnerable to a CSRF attack. A be-
nign request for an authenticated user Alice for the mentioned scenario could be similar to GET
https://myonlinebank.net/transaction?to=bob&value=50. In a first step, an attacker
can craft a malicious URL such as https://myonlinebank.et/transaction?to=attacker&value=50 and re-
place the intended recipient of the transaction with the attacker’s account. The second step for
successful CSRF attack requires the attacker to trick Alice into sending the malicious request
with her web browser, e. g. by sending a SPAM email containing the request which Alice subse-
quently clicks on. However, CSRF attacks are not limited to HTTP GET requests but also affect
POST requests, e. g. by crafting malicious <form> tags.

Many misconceptions lead to ineffective countermeasures. CSRF attacks cannot be pre-
vented by using secret cookies because all cookies are sent from a victim to the remote
server. Also, the use of HTTPS is ineffective as long as the malicious request is sent from
the victim, because the protocol does not matter and the use of POST requests for sensitive
information is insufficient since attackers can craft malicious HTML formswith hidden fields.
To effectively prevent CSRF attacks, it is recommended to include randomised tokens in sen-
sitive requests, e. g., by adding them to the request headers. The tokens must be unique per
session and generated with a secure random number generator to prevent attackers from
predicting them. Servers must not accept requests from authenticated clients that do not
include a valid token.
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15.4.2 Server Side Misconfigurations & Vulnerable Components
Awebapplication stack consists ofmultiple components, includingweb servers, web applica-
tion frameworks, database servers, firewall systems, and load balancers and proxies. Overall,
web application security highly depends on the security of each of the involved components.

A single insecure component is often enough to allow an attacker access to the web applica-
tion and further escalate their attack from the inside. This is why deploying and maintaining
a secure web application requires more than focusing on the code of the app itself. Every
component of the web application stack needs to be configured securely and kept up to date
(see Section 15.2.10).

The Heartbleed Vulnerability A famous example of a critical vulnerability that affected many
web application stacks in 2014 is Heartbleed [1326]. Heartbleed was a vulnerability in the widely
used OpenSSL library and caused web servers to leak information stored in the webservers’ mem-
ory. This included TLS certificate information such as private keys, connection encryption details,
and any data the user and server communicated, including passwords, usernames, and credit
card information [1327]. To fix affected systems, administrators had to update their OpenSSL li-
braries as quickly as possible and ideally also revoke certificates and prompt users to change
their passwords.

As previously discussed, the principle of least privilege can reduce a web application’s attack
surface tremendously. Proper firewall and load balancer configurations serve as examples:

15.4.2.1 Firewall

To protect a webserver, a firewall should be configured to only allow access from outside
where access is needed. Access should be limited to ports like 80 and 443 for HTTP requests
via the Internet and restricting system configuration ports for SSH and alike to the internal
network (cf. the Network Security Knowledge Area (Chapter 17)).

15.4.2.2 Load Balancers

A load balancer is a widely deployed component in many web applications. Load balancers
control HTTP traffic between servers and clients and provide additional access control for
web application resources. They can be used to direct requests and responses to different
web servers or ports, balance traffic load between multiple web servers and protect areas
of a website with additional access control mechanisms. The most common approach for
controlling access is the use of .htaccess files. They can restrict access to content on the
original web server and instruct load balancers to require additional authentication.

Load balancers can also serve for rate limiting purposes. They can limit request size, allowed
request methods and paths or define timeouts. The main use of rate-limiting is to reduce the
potentially negative impact of denial of service attacks on a web server and prevent users
from spamming systems, as well as restrict and prevent unexpected behavior.

Additionally, load balancers can be used to provide secure TLS connections for web appli-
cations. When managing TLS, load balancers serve as a network connection endpoint for
the TLS encryption and either establish new TLS connections to the application service or
connect to the web application server using plain HTTP. If the web application server is not
hosted on the samemachine, using plain network connections might leak information to the
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internal network. However, if the web application server does not provide HTTPS itself, using
a load balancer as a TLS endpoint increases security.

HTTPS Misconfigurations One cornerstone of web and mobile security is the correct and
secure configuration of HTTPS on web servers. However, Holz et al. [1330] found that a significant
number of popular websites deploy invalid certificates with incomplete certificate chains, issued
for the wrong hostname or expired lifetime. In a similar study Fahl et al. [1331] confirmed these
findings and also asked website operators for the reasons for deploying invalid certificates. Most
operators were not aware of using an invalid certificate or used one on purpose because they
did not trust the web PKI. Krombholz et al. [1332, 1333] conducted a set of studies and found
that operators have difficulties with correctly configuring HTTPS, or they harbour misconceptions
about the security features of HTTPS.

15.4.2.3 Databases

Similar to load balancers and firewalls, many web applications include databases to store
user information permanently. Often, databases are operated as an additional service that is
hosted on another server. The application server interacts with the database through libraries
and APIs. It is important to prevent injection vulnerabilities on the server. Additionally, errors
in the implementation of database libraries or coarse permissions required by the application
can lead to vulnerabilities.

To reduce the attack vector, most database systems provide user management, to limit user
privileges to create, read, delete or modify entries in tables and across databases. In this way
one database per application can be created and particular users with read-only permissions
can be used by the application server.

An important aspect of increasing database security is the decision on how to store data.
Encrypting data before storage in the database can help. However, especially for passwords
or other information that only needs to be compared for equality, hashing before storage can
tremendously increase security. In the case of a data leak, the sensitive information remains
unreadable. To store passwords securely, web andmobile app developers are recommended
to use a secure hash function such as Argon2 [1334] or PBKDF2 [1335] in combination with
a cryptographically strong credential-specific salt. A salt is a cryptographically strong fixed-
length random value and needs to be newly generated for for each set of credentials [1336].

Password Leaks Developers tend to store plain passwords, credit card information or other
sensitive information in databases instead of encrypting or hashing them (cf. the Human Fac-
tors Knowledge Area (Chapter 4)). Hence, many leaks of password databases or credit card in-
formation put users at risk [1337]. Modern browsers and password managers help users to avoid
passwords that were part of a previous data breach [1338].
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15.5 CONCLUSION
As we have shown, web and mobile security is a diverse and broad topic covering many ar-
eas. This Knowledge Area emphasised an intersectional approach by exploring security con-
cepts and mechanisms that can be found in both the web and the mobile worlds. It therefore
builds upon and extends the insights from other Knowledge Areas, in particular the Software
Security Knowledge Area (Chapter 14), Network Security Knowledge Area (Chapter 17), Hu-
man Factors Knowledge Area (Chapter 4), Operating Systems & Virtualisation Knowledge
Area (Chapter 11), Privacy & Online Rights Knowledge Area (Chapter 5), Authentication, Au-
thorisation & Accountability (AAA) Knowledge Area (Chapter 13) and the Physical Layer and
Telecommunications Knowledge Area (Chapter 20).

We showed that due to the ubiquitous availability and use of web and mobile applications
and devices, paying attention to their security issues is crucial for overall information security.
We discussed web technologies that build the core of both web andmobile security, outlined
their characteristics and illustrated how they are different from other ecosystems.

Later on, we split the discussion into client- and server-side aspects. In particular, this Knowl-
edgeArea has focused on attacks and defences thatwere prevalent inweb andmobile clients
and servers and that dominated discussions in recent years.

CROSS-REFERENCE OF TOPICS VS REFERENCE MATERIAL

Section References

15.2 Fundamental Concepts and Approaches
15.2.1 Appification [1244, 1252]
15.2.2 Webification [1247, 1253, 1262]
15.2.3 Application Stores [1263, 1264, 1266]
15.2.4 Sandboxing [1267, 1268, 1269, 1270]
15.2.5 Permission Dialog Based Access Control [1157, 1248]
15.2.6 Web PKI and HTTPS [456, 1249, 1274, 1279]
15.2.7 Authentication [384, 1280]
15.2.8 Cookies [1283]
15.2.9 Passwords and Alternatives [1287, 1289, 1291]
15.2.10 Frequent Software Updates [1298, 1299]
15.3 Client Side Vulnerabilities and Mitigations
15.3.1 Phishing & Clickjacking [1300, 1301, 1302, 1306]
15.3.2 Client Side Storage [1307]
15.3.3 Physical Attacks [1311, 1312]
15.4 Server Side Vulnerabilities and Mitigations
15.4.1 Injection Vulnerabilities [1318, 1319, 1320, 1324, 1325]
15.4.2 Server Side Misconfigurations & Vulnerable Components [1330, 1332, 1333, 1338]

FURTHER READING
The following resources provide a deeper insight into web and mobile security as well as
guidance and recommendations for preventing and handling the vulnerabilities presented
and discussed above.
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The OWASP Project & Wiki
The OpenWeb Application Security Project (OWASP) is an international not-for-profit charita-
ble organisation providing practical information about application and web security. It funds
many projects including surveys like the OWASP TOP 10, books, CTFs and a wiki contain-
ing in-depth descriptions, recommendations and checklists for vulnerabilities and security
measurements. The core wiki can be found at https://www.owasp.org/.

Mozilla Developer Network
An all-encompassing resource provided by Mozilla covering open web standards, including
security advice and cross platform behaviour for Javascript APIs, as well as a HTML and CSS
specifications. It can be found at https://developer.mozilla.org

Android Developers
The official documentation for the Android development ecosystem, including security ad-
vice for client side storage, webviews, permissions, Android databases and network connec-
tions. It also includes information for outdated operating system versions and the Google
Play Update process. Available at https://developer.android.com
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INTRODUCTION
The purpose of this Secure Software Lifecycle knowledge area is to provide an overview of
software development processes for implementing secure software from the design of the
software to the operational use of the software. This implementationmay involve new coding
as well as the incorporation of third party libraries and components. The goal of this overview
is for use in academic courses in the area of software security; and to guide industry profes-
sionals who would like to use a secure software lifecycle.

The Software Security Knowledge Area (Chapter 14) provides a structured overview of secure
software development and coding and the known categories of software implementation
vulnerabilities and of techniques that can be used to prevent or detect such vulnerabilities
or to mitigate their exploitation. By contrast, this Secure Software Lifecycle Knowledge Area
focuses on the components of a comprehensive software development process to prevent
and detect security defects and to respond in the event of an exploit.

This Knowledge Area will begin with a history of secure software lifecycle models. Section 2
provides examples of three prescriptive secure software lifecycle processes; the Microsoft
Secure Development Lifecycle, Touchpoints, and SAFECode. Section 3 discusses how these
processes can be adapted in six specific domains: agile/DevOps, mobile, cloud computing,
internet of things, road vehicles, and ecommerce/payment card. Section 4 provides informa-
tion on three frameworks for assessing an organisation’s secure software lifecycle process.

CONTENT

16.1 MOTIVATION
[1238, 1339, 1340, 1341, 1342, 1343, 1344, 1345, 1346]

Historically, and at times currently, organisations have focused their security strategies at
the network system level, such as with firewalls, and have taken a reactive approach to soft-
ware security, using an approach commonly referred to as ’penetrate and patch’. [1342] With
this approach, security is assessed when the product is complete via penetration testing by
attempting known attacks; or vulnerabilities are discovered post release when organisations
are victims of an attack on deployed software. In either case, organisations then react by
finding and fixing the vulnerability via a security patch. The following shortcomings are likely
to be more prevalent with a predominantly reactive approach to cyber security:

• Breaches are costly. Based upon a study of 477 companies in 15 countries, in 2018 the
Poneman Institute [1341] reported that a breach cost, on average, 7.9 million US dollars
in the United States and 5.3 million US dollars in the Middle East. Breaches were the
least expensive in India and Brazil, but these countries still spent an average of 1.8
million and 1.2 million US dollars per breach, respectively. Loss of reputation caused by
a breach is difficult to quantify.

• Attackers can find and exploit vulnerabilities without being noticed. Based upon a
study of 477 companies in 15 countries, in 2018 the Poneman Institute [1341] reported
that the mean time to identify that a breach had occurred was 197 days, and the mean
time to find and fix a vulnerability once the breach was detected was an additional 69
days.
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• Patches can introduce new vulnerabilities or other problems. Vulnerability patches are
considered urgent and can be rushed out, potentially introducing new problems to a sys-
tem. For example, Microsoft’s early patches for the Meltdown1 chip flaw introduced an
even more serious vulnerability in Windows 72. The new vulnerability allowed attackers
to read kernel memory much faster and to write their own memory, and could allow an
attacker to access every user-level computing process running on a machine.

• Patches often go unapplied by customers. Users and system administrators may be
reluctant to apply security patches. For example, the highly-publicised Heartbleed3 vul-
nerability in OpenSSL allows attackers to easily and quietly exploit vulnerable systems,
stealing passwords, cookies, private crypto-keys, andmuchmore. The vulnerability was
reported in April 2014; but in January 2017 a scan revealed 200,000 Internet-accessible
devices remained unpatched [1343]. Once a vulnerability is publicly reported, attackers
formulate a new mechanism to exploit the vulnerability with the knowledge that many
organisations will not adopt the fix.

In 1998, McGraw [1342] advocated moving beyond the penetrate and patch approach based
upon his work on a DARPA-funded research effort investigating the application of software
engineering to the assessment of software vulnerabilities. He contended that proactive rigor-
ous software analysis should play an increasingly important role in assessing and preventing
vulnerabilities in applications based upon the well-known fact that security violations occur
because of errors in software design and coding. In 2002, Viega and McGraw published the
first book on developing secure programs, Building Secure Software [1238], with a focus on
preventing the injection of vulnerabilities and reducing security risk through an integration of
security into a software development process.

In the early 2000s, attackers became more aggressive, and Microsoft was a focus of this
aggression with exposure of security weaknesses in their products, particularly the Internet
Information Services (IIS). Gartner, a leading research and advisory company who seldom
advises its clients to steer clear of specific software, advised companies to stop using IIS. In
response to customer concerns and mounting bad press, the then Microsoft CEO, Bill Gates,
sent the Trustworthy Computing memo [1339] to all employees on January 15, 2002. The
memo was also widely circulated on the Internet. An excerpt of the memo defines Trustwor-
thy Computing:

‘Trustworthy Computing is the highest priority for all the work we are doing. We
must lead the industry to a whole new level of Trustworthiness in computing ...
Trustworthy Computing is computing that is as available, reliable and secure as
electricity, water services and telephony’.

The Trustworthy Computingmemocaused a shift in the company. Twoweeks later,Microsoft
announced the delay of the release ofWindows .NET Server [1344] to ensure a proper security
review (referred to as the Windows Security Push), as mandated by Microsoft’s Trustworthy
Computing initiative outlined in this memo. In 2003, Microsoft employees Howard and Le
Blanc [1345] publicly published a second edition of a book on writing secure code to prevent
vulnerabilities, to detect design flaws and implementation bugs, and to improve test code and
documentation. The first edition had been required reading for all members of the Windows
team during the Push.

1https://meltdownattack.com/ Meltdown lets hackers get around a barrier between applications and computer
memory to steal sensitive data.

2https://www.cyberscoop.com/microsoft-meltdown-patches-windows-7-memory-management/
3http://heartbleed.com/
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During the ensuing years, Microsoft changed their development process to build secure
products through a comprehensive overhaul of their development process from early plan-
ning through product end-of-life. Their products contained demonstrably fewer vulnerabilities
[1345]. After internal use of the process, Microsoft codified and contributed their 13-stage in-
ternal development process, the Microsoft Security Development Lifecycle (SDL) to the com-
munity through its book entitled The Security Development Lifecycle [1340] in 2006. True to
Gates’ original intent, the Microsoft SDL provided the foundation for the information tech-
nology industry by providing the first documented comprehensive and prescriptive lifecycle.
Also in 2006, McGraw published the first book on software security best practices [1346].

As discussed in the rest of this knowledge area, organisations have built upon the foundation
set forth by Microsoft and by Viega and McGraw [1238, 1342].

16.2 PRESCRIPTIVE SECURE SOFTWARE LIFECYCLE
PROCESSES
[8, 70, 75, 1238, 1340, 1345, 1346, 1347, 1348, 1349, 1350, 1351, 1352, 1353, 1354, 1355, 1356,

1357, 1358, 1359, 1360, 1361, 1362, 1363, 1364, 1365, 1366, 1367, 1368, 1369, 1370]

Secure software lifecycle processes are proactive approaches to building security into a prod-
uct, treating the ‘disease’ of poorly designed, insecure software at the source, rather than ‘ap-
plying a band aid’ to stop the symptoms through a reactive penetrate and patch approach.
These processes work software security deeply into the full product development process
and incorporate people and technology to tackle and prevent software security issues. This
section will provide information on three prominent secure software lifecycle processes and
then reflect on the commonalities between them in Table 16.1.

16.2.1 Secure Software Lifecycle Processes
Three exemplar prescriptive secure software lifecycle processes are summarised in this sec-
tion. The processes are prescriptive in that they explicitly recommend software practices. The
three processes were chosen because the practices of these processes are integrated and
cover a broad spectrum of the lifecycle phases, from software requirements to release/de-
ployment and softwaremaintenance. Two of these processes were identified in a systematic
mapping study [1359] on security approaches in software development lifecycles. As such,
the practices span the prevention of security defects, the detection of security defects, and
the mitigation of security defects once a product is in the field. The three were also chosen
due to their maturity in terms of the number of years they have existed and in terms of their
widespread acceptance in the industry. As will be discussed in Section 2.2, no ’best’ secure
software lifecycle process exists. Practitioners should consider incorporating practices from
each of these processes into their own secure software process.

KA Secure Software Lifecycle | October 2019 Page 520

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

16.2.1.1 Microsoft Security Development Lifecycle (SDL)

As discussed in Section 16.1, Microsoft used an internal development process, the Security
Development Lifecycle (SDL), to improve the security of their products. Howard and Lipner
[1340] disseminated a snapshot of this process in 2006. Since that time,Microsoft has contin-
ued to evolve their SDL and to provide up-to-date resources to the community [1347], including
an increased focus on compliance requirements that are being imposed on the industry.

Currently [1347], the Microsoft SDL contains 12 practices which are enumerated below. For
each of the practices, techniques for implementing the practice may be mentioned though
the SDL does not prescribe the specific technique.

1. Provide Training. A range of professionals, such as developers, service engineers, pro-
gram managers, product managers, and project managers, participate in the develop-
ment of secure productswhile still addressing business needs and delivering user value.
Software developers and architectsmust understand technical approaches for prevent-
ing and detecting vulnerabilities. The entire development organisation should be cog-
nisant of the attacker’s perspective, goals, and techniques; and of the business impli-
cations of not building secure products.

Often, the formal education of these professionals does not include cyber security. Addi-
tionally, attack vectors, security tools, secure programming languages, and experiences
are constantly evolving, so knowledge and coursematerial must be refreshed. Ongoing
cyber security training is essential for software organisations.

2. Define Security Requirements. Security requirements should be defined during the ini-
tial design and planning phases. Factors that influence these requirements include the
specific functional requirements of the system, the legal and industry compliance re-
quirements, internal and external standards, previous security incidents, and known
threats.

Techniques have been developed for systematically developing security requirements.
For example, Security Quality Requirements Engineering (SQUARE) [1360] is a nine-step
process that helps organisations build security into the early stages of the production
lifecycle. Abuse cases, as will be discussed in Section 2.1.2 bullet 5, are another means
of specifying security requirements. van Lamsweerde extended the Keep All Objectives
Satisfied (KAOS) framework for goal-based requirements specification language to in-
clude anti-models [1361]. An anti-model is constructed by addressing malicious obsta-
cles (called anti-goals) set up by attackers to threaten a system’s security goals. An
obstacle negates existing goals of the system. Secure i* [1362] extends the i*-modeling
frameworkwithmodeling and analysis of security trade-offs and aligns security require-
ments with other requirements.

Security requirements must be continually updated to reflect changes in required func-
tionality, standards, and the threat landscape.

3. Define Metrics and Compliance Reporting. Lord Kelvin is quoted as stating, ’If you can
not measure it, you can not improve it’. The management team should understand and
be held accountable for minimum acceptable levels of security using security metrics
[1349]. A subset of these metrics may be set as Key Performance Indicators (KPIs) for
management reporting. Defect tracking should clearly label security defects and se-
curity work items as such to allow for accurate prioritisation, risk management, track-
ing, and reporting of security work. Additionally, products increasingly must comply
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with regulatory standards, such as the Payment Card Industry Data Security Standard
(PCI DSS)4, or the EU General Data Protection Regulation [122] (GDPR)5, which may im-
pose additional process steps and metrics for compliance, reporting, and audits.

4. Perform Threat Modelling. Through the use of threat modelling [75, 1356], teams con-
sider, document and discuss the security implications of designs in the context of their
planned operational environment and in a structured fashion. Teams should consider
the motivations of their adversaries and the strengths and weaknesses of systems to
defend against the associated threat scenarios. An approach is to consider the (1) the
malicious and benevolent interactors with the system; (2) the design of the system and
its components (i.e. processes and data stores), (3) the trust boundaries of the sys-
tem; and (4) the data flow of the system within and across trust boundaries to/from
its interactors. Threats can be enumerated using a systematic approach of consider-
ing each system component relative to the STRIDE (Spoofing, Tampering, Repudiation,
Information Disclosure, Denial of Service, Elevation of Privilege) [1345] threats:

(a) Spoofing identity. Spoofing threats allow an attacker to pose as another user or
allow a rogue server to pose as a valid server.

(b) Tampering with data. Data tampering threats involves malicious modification of
data.

(c) Repudiation. Repudiation threats are associated with users who deny performing
an action without other parties having any way to prove otherwise.

(d) Information disclosure. Information disclosure threats involve the exposure of in-
formation to individuals who are not supposed to have access to it.

(e) Denial of service. A Denial of Service (DoS) attack denies service to valid users by
making the system unavailable or unusable.

(f) Elevation of privilege. An unprivileged user gains privileged access and thereby
has sufficient access to compromise or destroy the system.

Threat modelling aids the team in enumerating threats, so that the system design can
be fortified and security features can be selected. In addition to STRIDE, other models
exist to formulate threat models, such as 12 methods6, including attack trees [1363]
which are conceptual diagrams of threats on systems and possible attacks to reach
those threats. A closely-related practice to threat modelling is Architectural Risk Analy-
sis, as will be discussed in Section 2.1.2 bullet 2.

Games have been created to aid teams in collaboratively (and competitively) conduct-
ing threat modeling:

(a) Elevation of Privilege7

(b) Security Cards8

(c) Protection Poker [1364]
4https://www.pcisecuritystandards.org/
5https://eugdpr.org/
6https://insights.sei.cmu.edu/sei_blog/2018/12/threat-modeling-12-available-methods.html
7https://www.usenix.org/conference/3gse14/summit-program/presentation/shostack
8https://securitycards.cs.washington.edu/
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5. Establish Design Requirements. Design requirements guide the implementation of ’se-
cure features’ (i.e., features that are well engineered with respect to security). Addition-
ally, the architecture and design must be resistant to known threats in the intended
operational environment.

The design of secure features involves abiding by the timeless security principles set
forth by Saltzer and Schroeder [8] in 1975 and restated by Viega and McGraw [1238] in
2002. The eight Saltzer and Schroeder principles are:

• Economy of mechanism. Keep the design of the system as simple and small as
possible.

• Fail-safe defaults. Base access decisions on permissions rather than exclusion;
the default condition is lack of access and the protection scheme identifies con-
ditions under which access is permitted. Design a security mechanism so that a
failure will follow the same execution path as disallowing the operation.

• Complete mediation. Every access to every object must be checked for authorisa-
tion.

• Open design. The design should not depend upon the ignorance of attackers but
rather on the possession of keys or passwords.

• Separation of privilege. A protection mechanism that requires two keys to unlock
is more robust than one that requires a single key when two or more decisions
must be made before access should be granted.

• Least privilege. Every program and every user should operate using the least set
of privileges necessary to complete the job.

• Least common mechanism. Minimise the amount of mechanisms common to
more than one user and depended on by all users.

• Psychological acceptability. The human interface should be designed for ease of
use so that users routinely and automatically apply the mechanisms correctly and
securely.

Two other important secure design principles include the following:

• Defense in depth. Provide multiple layers of security controls to provide redun-
dancy in the event a security breach.

• Design for updating. The software security must be designed for change, such as
for security patches and security property changes.

Design requirements also involve the selection of security features, such as cryptogra-
phy, authentication and logging to reduce the risks identified through threat modelling.
Teams also take actions to reduce the attack surface of their system design. The attack
surface, a concept introduced by Howard [1350] in 2003, can be thought of as the sum
of the points where attackers can try to enter data to or extract data from a system
[1357, 1358].

In 2014, the IEEECenter for Secure Design [1351] enumerated the top ten security design
flaws and provided guidelines on techniques for avoiding them. These guidelines are
as follows:

(a) Earn or give, but never assume, trust.
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(b) Use an authentication mechanism that cannot be bypassed or tampered with.

(c) Authorise after you authenticate.

(d) Strictly separate data and control instructions, and never process control instruc-
tions received from untrusted sources.

(e) Define an approach that ensures all data are explicitly validated.

(f) Use cryptography correctly.

(g) Identify sensitive data and how they should be handled.

(h) Always consider the users.

(i) Understand how integrating external components changes your attack surface.

(j) Be flexible when considering future changes to objects and actors.

6. Define and Use Cryptography Standards. The use of cryptography is an important de-
sign feature for a system to ensure security- and privacy-sensitive data is protected
from unintended disclosure or alteration when it is transmitted or stored. However, an
incorrect choice in the use of cryptography can render the intended protection weak or
ineffective. Experts should be consulted in the use of clear encryption standards that
provide specifics on every element of the encryption implementation and on the use
of only properly vetted encryption libraries. Systems should be designed to allow the
encryption libraries to be easily replaced, if needed, in the event the library is broken
by an attacker, such as was done to the Data Encryption Standard (DES) through ’Deep
Crack’9, a brute force search of every possible key as designed by Paul Kocher, presi-
dent of Cryptography Research.

7. Manage the Security Risk of Using Third-Party Components. The vast majority of soft-
ware projects are built using proprietary and open-source third-party components. The
Black Duck On-Demand audit services group [1352] conducted open-source audits on
over 1,100 commercial applications and found open-source components in 95% of the
applications with an average 257 components per application. Each of these compo-
nents can have vulnerabilities upon adoption or in the future. An organisation should
have an accurate inventory of third-party components [1366], continuously use a tool
to scan for vulnerabilities in its components, and have a plan to respond when new vul-
nerabilities are discovered. Freely available and proprietary tools can be used to iden-
tify project component dependencies and to check if there are any known, publicly dis-
closed, vulnerabilities in these components.

8. Use Approved Tools. An organisation should publish a list of approved tools and their
associated security checks and settings such as compiler/linker options and warnings.
Engineers should use the latest version of these tools, such as compiler versions, and
take advantage of new security analysis functionality and protections. Often, the resul-
tant software must be backward compatible with previous versions.

9. Perform Static Analysis Security Testing (SAST). SAST tools can be used for an auto-
mated security code review to find instances of insecure coding patterns and to help
ensure that secure coding policies are being followed. SAST can be integrated into the
commit and deployment pipeline as a check-in gate to identify vulnerabilities each time
the software is built or packaged. For increased efficiency, SAST tools can integrate into

9https://w2.eff.org/Privacy/Crypto/Crypto_misc/DESCracker/HTML/19980716_eff_des_faq.html
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the developer environment and be run by the developer during coding. SomeSAST tools
spot certain implementation bugs, such as the existence of unsafe or other banned
functions and automatically replace with (or suggest) safer alternatives as the devel-
oper is actively coding. See also the Software Security Knowledge Area (Section 14.3.1).

10. Perform Dynamic Analysis Security Testing (DAST). DAST performs run-time verifica-
tion of compiled or packaged software to check functionality that is only apparent when
all components are integrated and running. DASToften involves the use of a suite of pre-
built attacks and malformed strings that can detect memory corruption, user privilege
issues, injection attacks, and other critical security problems. DAST tools may employfuzzing, an automated technique of inputting known invalid and unexpected test cases
at an application, often in large volume. Similar to SAST, DAST can be run by the devel-
oper and/or integrated into the build and deployment pipeline as a check-in gate. DAST
can be considered to be automated penetration testing. See also the Software Security
Knowledge Area (Section 14.3.2).

11. Perform Penetration Testing. Manual penetration testing is black box testing of a run-
ning system to simulate the actions of an attacker. Penetration testing is often per-
formed by skilled security professionals, who can be internal to an organisation or
consultants, opportunistically simulating the actions of a hacker. The objective of a
penetration test is to uncover any form of vulnerability - from small implementation
bugs to major design flaws resulting from coding errors, system configuration faults,
design flaws or other operational deployment weaknesses. Tests should attempt both
unauthorised misuse of and access to target assets and violations of the assumptions.
A widely-referenced resource for structuring penetration tests is the OWASP Top 10
Most Critical Web Application Security Risks10. As such, penetration testing can find
the broadest variety of vulnerabilities, although usually less efficiently compared with
SAST and DAST [1353]. Penetration testers can be referred to as white hat hackers or
ethical hackers. In the penetration and patch model, penetration testing was the only
line of security analysis prior to deploying a system.

12. Establish a Standard Incident Response Process. Despite a secure software lifecycle,
organisationsmust be prepared for inevitable attacks. Organisations should proactively
prepare an Incident Response Plan (IRP). The plan should include who to contact in
case of a security emergency, establish the protocol for efficient vulnerabilitymitigation,
for customer response and communication, and for the rapid deployment of a fix. The
IRP should include plans for code inherited from other groups within the organisation
and for third-party code. The IRP should be tested before it is needed. Lessons learned
through responses to actual attack should be factored back into the SDL.

10https://www.owasp.org/index.php/Category:OWASP_Top_Ten_Project
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16.2.1.2 Touchpoints

International software security consultant, Gary McGraw, provided seven Software Security
Touchpoints [1346] by codifying extensive industrial experience with building secure prod-
ucts. McGraw uses the term touchpoint to refer to software security best practices which
can be incorporated into a secure software lifecycle. McGraw differentiates vulnerabilities
that are implementation bugs and those that are design flaws [1351]. Implementation bugs
are localized errors, such as buffer overflow and input validation errors, in a single piece of
code, making spotting and comprehension easier. Design flaws are systemic problems at
the design level of the code, such as error-handling and recovery systems that fail in an inse-
cure fashion or object-sharing systems that mistakenly include transitive trust issues [1346].
Kuhn et al. [1366] analysed the 2008 - 2016 vulnerability data from the US National Vulnera-
bility Database (NVD)11 and found that 67% of the vulnerabilities were implementation bugs.
The seven touchpoints help to prevent and detect both bugs and flaws.

These seven touchpoints are described below and are provided in order of effectiveness
based upon McGraw’s experience with the utility of each practice over many years, hence
prescriptive:

1. Code Review (Tools).

Code review is used to detect implementation bugs. Manual code review may be used,
but requires that the auditors are knowledgeable about security vulnerabilities before
they can rigorously examine the code. ’Code review with a tool’ (a.k.a. the use of static
analysis tools or SAST) has been shown to be effective and can be used by engineers
that do not have expert security knowledge. For further discussion on static analysis,
see Section 2.1.1 bullet 9.

2. Architectural Risk Analysis.

Architectural risk analysis, which can also be referred to as threat modelling (see Sec-
tion 2.1.1 bullet 4), is used to prevent and detect design flaws. Designers and architects
provide a high-level view of the target system and documentation for assumptions, and
identify possible attacks. Through architectural risk analysis, security analysts uncover
and rank architectural and design flaws somitigation can begin. For example, risk analy-
sis may identify a possible attack type, such as the ability for data to be intercepted and
read. This identification would prompt the designers to look at all their code’s traffics
flows to see if interception was a worry, and whether adequate protection (i.e. encryp-
tion) was in place. That review that the analysis prompted is what uncovers design
flaws, such as sensitive data is transported in the clear.

No system can be perfectly secure, so risk analysis must be used to prioritise secu-
rity efforts and to link system-level concerns to probability and impact measures that
matter to the business building the software. Risk exposure is computed by multiply-
ing the probability of occurrence of an adverse event by the cost associated with that
event [1367].

McGraw proposes three basic steps for architectural risk analysis:

• Attack resistance analysis. Attack resistance analysis uses a checklist/systematic
approach of considering each system component relative to known threats, as is
done in Microsoft threat modelling discussed in Section 2.1.1 bullet 4. Information

11http://nvd.nist.gov
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about known attacks and attack patterns are used during the analysis, identifying
risks in the architecture and understanding the viability of known attacks. Threat
modellingwith the incorporation of STRIDE-based attacks, as discussed in Section
2.1.1 bullet 4, is an example process for performing attack resistance analysis.

• Ambiguity analysis. Ambiguity analysis is used to capture the creative activity re-
quired to discover new risks. Ambiguity analysis requires two ormore experienced
analysts who carry out separate analysis activities in parallel on the same system.
Through unifying the understanding of multiple analysis, disagreements between
the analysts can uncover ambiguity, inconsistency and new flaws.

• Weakness analysis. Weakness analysis is focused on understanding risk related
to security issues in other third-party components (see Section 2.1.1 bullet 7). The
idea is to understand the assumptions being made about third-party software and
what will happen when those assumptions fail.

Risk identification, ranking, andmitigation is a continuous process through the software
lifecycle, beginning with the requirement phase.

3. Penetration Testing.

Penetration testing can be guided by the outcome of architectural risk analysis (See
Section 2.1.2 bullet 2). For further discussion on penetration testing, see Section 2.1.1,
bullet 11.

4. Risk-based Security Testing.

Security testing must encompass two strategies: (1) testing of security functionality
with standard functional testing techniques; and (2) risk-based testing based upon at-
tack patterns and architectural risk analysis results (see Section 2.1.2 bullet 2), and
abuse cases (see Section 2.1.2 bullet 5). For web applications, testing of security func-
tionality can be guided by the OWASP Application Security Verfication Standard (ASVS)
Project12 open standard for testing application technical security controls. ASVS also
provides developers with a list of requirements for secure development.

Guiding tests with knowledge of the software architecture and construction, common
attacks, and the attacker’s mindset is extremely important. Using the results of archi-
tectural risk analysis, the tester can properly focus on areas of code where an attack is
likely to succeed.

The difference between risk-based testing and penetration testing is the level of the
approach and the timing of the testing. Penetration testing is donewhen the software is
complete and installed in an operational environment. Penetration tests are outside-in,
black box tests. Risk-based security testing can begin before the software is complete
and even pre-integration, including the use ofwhite box unit tests and stubs. The two are
similar in that they both should be guided by risk analysis, abuse cases and functional
security requirements.

5. Abuse Cases.

This touchpoint codifies ’thinking like an attacker’. Use cases describe the desired sys-
tem’s behaviour by benevolent actors. Abuse cases [1354] describe the system’s be-
haviour when under attack by a malicious actor. To develop abuse cases, an analyst

12https://www.owasp.org/index.php/Category:OWASP_Application_Security_Verification_Standard_Project#tab=Home

KA Secure Software Lifecycle | October 2019 Page 527

https://www.cybok.org
https://www.owasp.org/index.php/Category:OWASP_Application_Security_Verification_Standard_Project#tab=Home


The Cyber Security Body Of Knowledge
www.cybok.org

enumerates the types of malicious actors who would be motivated to attack the sys-
tem. For each bad actor, the analyst creates one ormore abuse case(s) for the function-
ality the bad actor desires from the system. The analyst then considers the interaction
between the use cases and the abuse cases to fortify the system. Consider an auto-
mobile example. An actor is the driver of the car, and this actor has a use case ’drive
the car’. A malicious actor is a car thief whose abuse case is ’steal the car’. This abuse
case threatens the use case. To prevent the theft, a new use case ’lock the car’ can be
added to mitigate the abuse case and fortify the system.

Human error is responsible for a large number of breaches. System analysts should
also consider actions by benevolent users, such as being the victim of a phishing attack,
that result in a security breach. These actions can be considered misuse cases [1355]
and should be analysed similarly to abuse cases, consideringwhat use case themisuse
case threatens and the fortification to the system to mitigate the misuse case.

The attacks and mitigations identified by the abuse and misuse case analysis can be
used as input into the security requirements (Section 2.1.1 bullet 2.); penetration testing
(Section 2.1.1 bullet 11); and risk-based security testing (Section 2.1.2 bullet 4).

6. Security Requirements.

For further discussion on security requirements, see Section 2.1.1 bullet 2.

7. Security Operations.

Network security can integrate with software security to enhance the security posture.
Inevitably, attacks will happen, regardless of the applications of the other touchpoints.
Understanding attacker behaviour and the software that enabled a successful attack is
an essential defensive technique. Knowledge gained by understanding attacks can be
fed back into the six other touchpoints.

The seven touchpoints are intended to be cycled throughmultiple times as the software prod-
uct evolves. The touchpoints are also process agnostic, meaning that the practices can be
included in any software development process.

16.2.1.3 SAFECode

The Software Assurance Forum for Excellence in Code (SAFECode)13 is a non-profit, global,
industry-led organisation dedicated to increasing trust in information and communications
technology products and services through the advancement of effective software assurance
methods. The SAFECode mission is to promote best practices for developing and delivering
more secure and reliable software, hardware and services. The SAFECode organisation pub-
lishes the ’Fundamental practices for secure software development: Essential elements of a
secure development lifecycle program’ [1368] guideline to foster the industry-wide adoption
of fundamental secure development practices. The fundamental practices deal with assur-
ance – the ability of the software to withstand attacks that attempt to exploit design or imple-
mentation errors. The eight fundamental practices outlined in their guideline are described
below:

1. Application Security Control Definition. SAFECode uses the term Application Security
Controls (ASC) to refer to security requirements (see Section 2.1.1 bullet 2). Similarly,

13https://safecode.org/
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NIST 800-53 [70] uses the phrase security control to refer to security functionality and
security assurance requirements.

The inputs to ASC include the following: secure design principles (see Section 2.1.3
bullet 3); secure coding practices; legal and industry requirements with which the ap-
plication needs to comply (such as HIPAA, PCI, GDPR, or SCADA); internal policies and
standards; incidents and other feedback; threats and risk. The development of ASC be-
gins before the design phase and continues throughout the lifecycle to provide clear
and actionable controls and to be responsive to changing business requirements and
the ever-evolving threat environment.

2. Design. Software must incorporate security features to comply with internal security
practices and external laws or regulations. Additionally, the softwaremust resist known
threats based upon the operational environment. (see Section 2.1.1 bullet 5.) Threat
modelling (see Section 2.1.1 bullet 4), architectural reviews, and design reviews can be
used to identify and address design flaws before their implementation into source code.

The system design should incorporate an encryption strategy (see Section 2.1.1 bullet
6) to protect sensitive data from unintended disclosure or alteration while the data are
at rest or in transit.

The system design should use a standardised approach to identity and access man-
agement to perform authentication and authorisation. The standardisation provides
consistency between components and clear guidance on how to verify the presence of
the proper controls. Authenticating the identity of a principal (be it a human user, other
service or logical component) and verifying the authorisation to perform an action are
foundational controls of the system. Several access control schemes have been devel-
oped to support authorisation: mandatory, discretionary, role-based or attribute-based.
Each of these has benefits and drawbacks and should be chosen based upon project
characteristics.

Log files provide the evidence needed in forensic analysis when a breach occurs to mit-
igate repudiation threats. In a well-designed application, system and security log files
provide the ability to understand an application’s behaviour and how it is used at any
moment, and to distinguish benevolent user behaviour from malicious user behaviour.
Because logging affects the available system resources, the logging system should
be designed to capture the critical information while not capturing excess data. Poli-
cies and controls need to be established around storing, tamper prevention and mon-
itoring log files. OWASP provides valuable resources on designing and implementing
logging1415.

3. Secure Coding Practices. Unintended code-level vulnerabilities are introduced by pro-
grammer mistakes. These types of mistakes can be prevented and detected through
the use of coding standards; selecting the most appropriate (and safe) languages,
frameworks and libraries, including the use of their associated security features (see
Section 2.1.1 bullet 8); using automated analysis tools (see Section 2.1.1 bullets 9 and
10); and manually reviewing the code.

Organisations provide standards and guidelines for secure coding, for example:
14https://cheatsheetseries.owasp.org/cheatsheets/Logging_Cheat_Sheet.html
15https://www.owasp.org/images/e/e0/OWASP_Logging_Guide.pdf
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(a) OWASP Secure Coding Practices, Quick Reference Guide 16

(b) Oracle Secure Coding Guidelines for Java SE 17

(c) Software Engineering Institute (SEI) CERT Secure Coding Standards 18

Special care must also be given to handling unanticipated errors in a controlled and
graceful way through generic error handlers or exception handlers that log the events.
If the generic handlers are invoked, the application should be considered to be in an
unsafe state such that further execution is no longer considered trusted.

4. Manage Security Risk Inherent in the Use of Third-Party Components. See Section
2.1.1 bullet 7.

5. Testing and Validation. See Section 2.1.1 bullets 9-11 and Section 2.1.2 bullets 1, 3 and
4.

6. Manage Security Findings. The first five practices produce artifacts that contain or gen-
erate findings related to the security of the product (or lack thereof). The findings in
these artifacts should be tracked and actions should be taken to remediate vulnera-
bilities, such as is laid out in the Common Criteria (see Section 4.3) flaw remediation
procedure [1369]. Alternatively, the teammay consciously accept the security risk when
the risk is determined to be acceptable. Acceptance of risk must be tracked, including
a severity rating; a remediation plan, an expiration or a re-review deadline; and the area
for re-review/validation.

Clear definitions of severity are important to ensure that all participants have and com-
municate with a consistent understanding of a security issue and its potential impact.
A possible starting point is mapping to the severity levels, attributes, and thresholds
used by the Common Vulnerability Scoring System (CVSS)19 such as 10–8.5 is critical,
8.4–7.0 is high, etc. The severity levels are used to prioritise mitigations based upon
their complexity of exploitation and impact on the properties of a system.

7. Vulnerability Response and Disclosure. Even with following a secure software lifecy-
cle, no product can be ’perfectly secure’ because of the constantly changing threat
landscapes. Vulnerabilities will be exploited and the software will eventually be com-
promised. An organisation must develop a vulnerability response and disclosure pro-
cess to help drive the resolution of externally discovered vulnerabilities and to keep all
stakeholders informed of progress. ISO provides industry-proven standards20 for vul-
nerability disclosure and handling. To prevent vulnerabilities from re-occurring in new or
updated products, the team should perform a root cause analysis and feed the lessons
learned into the secure software lifecycle practices. For further discussion, see Sec-
tions 2.1.1 bullet 12 and 2.1.2 bullet 7.

8. Planning the Implementation and Deployment of Secure Development. A healthy and
mature secure development lifecycle includes the above seven practices but also an
integration of these practices into the business process and the entire organisation,
including program management, stakeholder management, deployment planning, met-
rics and indicators, and a plan for continuous improvement. The culture, expertise and

16https://www.owasp.org/images/0/08/OWASP_SCP_Quick_Reference_Guide_v2.pdf
17https://www.oracle.com/technetwork/java/seccodeguide-139067.html
18https://wiki.sei.cmu.edu/confluence/display/seccode/SEI+CERT+Coding+Standards
19https://www.first.org/cvss/
20https://www.iso.org/standard/45170.html and https://www.iso.org/standard/53231.html
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skill level of the organisation needs to be considered when planning to deploy a se-
cure software lifecycle. Based upon past history, the organisation may respond better
to a corporate mandate, to a bottom-up groundswell approach or to a series of pilot
programs. Training will be needed (see Section 2.1.1 bullet 1). The specification of the
organisation’s secure software lifecycle including the roles and responsibilities should
be documented. Plans for compliance and process health should bemade (see Section
16.4).

16.2.2 Comparing the Secure Software Lifecycle Models
In 2009, DeWin et al. [1370] compared CLASP, Microsoft’s originally-documented SDL [1340],
and Touchpoints (see Section 2.1.2)for the purpose of providing guidance on their common-
alities and the specificity of the approach, and making suggestions for improvement. The
authors mapped the 153 possible activities of each lifecycle model into six software devel-
opment phases: education and awareness; project inception; analysis and requirements; ar-
chitectural and detailed design; implementation and testing; and release, deployment and
support. The activities took the practices in Sections 2.1.1–2.1.3 into much finer granularity.
The authors indicated whether each model includes each of the 153 activities and provides
guidance on the strengths and weaknesses of each model. The authors found no clear com-
prehensive ’winner’ among the models, so practitioners could consider using guidelines for
the desired fine-grained practices from all the models.

Table 16.1 places the the practices of Sections 2.1.1–2.1.3 into the six software development
phases used by De Win et al. [1370]. Similar to prior work [1370], the models demonstrate
strengths and weaknesses in terms of guidance for the six software development phases.
Nomodel can be considered perfect for all contexts. Security experts can customize amodel
for their organizations considering the spread of practices for the six software development
phases.
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Microsoft SDL Touchpoints SAFECode

Education andawareness • Provide training

• Planning the
implementation and
deployment of secure
development

Project inception
• Define metrics and

compliance reporting

• Define and use
cryptography
standards

• Use approved tools

• Planning the
implementation and
deployment of secure
development

Analysis andrequirements
• Define security

requirements

• Perform threat
modelling

• Abuse cases

• Security requirements
• Application security

control definition

Architectural anddetailed design • Establish design
requirements

• Architectural risk
analysis • Design

Implementationand testing

• Perform static analysis
security testing (SAST)

• Perform dynamic
analysis security
testing (DAST)

• Perform penetration
testing

• Define and use
cryptography
standards

• Manage the risk of
using third-party
components

• Code review (tools)

• Penetration testing

• Risk-based security
testing

• Secure coding
practices

• Manage security risk
inherent in the use of
third-party components

• Testing and validation

Release,deployment, andsupport
• Establish a standard

incident response
process

• Security operations • Vulnerability response
and disclosure

Table 16.1: Comparing the Software Security Lifecycle Models
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16.3 ADAPTATIONS OF THE SECURE SOFTWARE
LIFECYCLE

[1368, 1371, 1372, 1373, 1374, 1375, 1376, 1377, 1378, 1379]

The secure software lifecycle models discussed in Section 16.2.1 can be integrated with any
software development model and are domain agnostic. In this section, information on six
adaptations to secure software lifecycle is provided.

16.3.1 Agile Software Development and DevOps
Agile and continuous software development methodologies are highly iterative, with new
functionality being provided to customers frequently - potentially as quickly asmultiple times
per day or as ’slowly’ as every two to four weeks.

Agile software development methodologies can be functional requirement-centric, with the
functionality being expressed as user stories. SAFECode [1371] provides practical software
security guidance to agile practitioners. This guidance includes a set of 36 recommended
security-focused stories that can be handled similarly to the functionality-focused user sto-
ries. These stories are based upon common security issues such as those listed in the
OWASP Top 1021 Most Critical Web Application Security Risks. The stories are mapped to
Common Weakness Enumerations (CWEs)22 identifiers, as applicable. The security-focused
stories are worded in a format similar to functionality stories (i.e., As a [stakeholder], I want to
[new functionality] so that I can [goal]). For example, a security-focused story using this for-
mat is provided: As Quality Assurance, I want to verify that all users have access to the specificresources they require which they are authorised to use, that is mapped to CWE-862 and CWE-
863. The security-focused stories are further broken down into manageable and concrete
tasks that are owned by team roles, including architects, developers, testers and security
experts, and are mapped to SAFECode Fundamental Practices [1368]. Finally, 17 operational
security tasks were specified by SAFECode. These tasks are not directly tied to stories but
are handled as continuousmaintenance work (such as, Continuously verify coverage of staticcode analysis tools) or as an item requiring special attention (such as, Configure bug trackingto track security vulnerabilities).
With a DevOps approach to developing software, development and operations are tightly inte-
grated to enable fast and continuous delivery of value to end users. Microsoft has published
a DevOps secure software lifecycle model [1372] that includes activities for operations engi-
neers to provide fast and early feedback to the team to build security into DevOps processes.
The Secure DevOps model contains eight practices, including eight of the 12 practices in the
Microsoft Security Development Lifecycle discussed in Section 2.1.1:

1. Provide Training. The training, as outlined in Section 2.1.1 bullet 1, must include the
operations engineers. The training should encompass attack vectors made available
through the deployment pipeline.

2. Define Requirements. See Section 2.1.1 bullet 2.

3. Define Metrics and Compliance Reporting. See Section 2.1.1 bullet 3.
21https://www.owasp.org/index.php/Category:OWASP_Top_Ten_Project
22https://cwe.mitre.org/; CWE is a community-developed list of common software security weaknesses. It

serves as a common language, a measuring stick for software security tools, and as a baseline for weakness
identification, mitigation, and prevention efforts.
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4. Use Software Composition Analysis (SCA) and Governance. When selecting both com-
mercial and open-source third-party components, the team should understand the im-
pact that a vulnerability in the component could have on the overall security of the sys-
tem and consider performing a more thorough evaluation before using them. Software
Composition Analysis (SCA) tools, such as WhiteSource23 can assist with licensing ex-
posure, provide an accurate inventory of components, and report any vulnerabilities
with referenced components. See also Section 2.1.1 bullet 7.

5. Perform Threat Modelling. See Section 2.1.1 bullet 4. Threat modelling may be per-
ceived as slowing down the rapid DevOps pace. However, products that are deployed
rapidly under a DevOps deployment process should have a defined overall architecture
within which the DevOps process makes changes and adds features. That architecture
should be threat modeled, and when the team needs to change the architecture the
threat model should also be updated. New features that do not have an architectural
impact represent a null change to the threat model.

6. Use Tools and Automation. See Section 2.1.1 bullets 8, 9 and 10. The team should care-
fully select tools that can be integrated into the engineer’s Integrated Development Envi-
ronment (IDE) and workflow such that they causeminimal disruption. The goal of using
these tools is to detect defects and vulnerabilities and not to overload engineers with
too many tools or alien processes outside of their everyday engineering experience.
The tools used as part of a secure DevOps workflow should adhere to the following
principles:

(a) Tools must be integrated into the Continuous Integration/Continuous Delivery
(CI/CD) pipeline.

(b) Tools must not require security expertise beyond what is imparted by the training.

(c) Tools must avoid a high false-positive rate of reporting issues.

7. Keep Credentials Safe. Scanning for credentials and other sensitive content in source
files is necessary during pre-commit to reduce the risk of propagating the sensitive in-
formation through the CI/CD process, such as through Infrastructure as Code or other
deployment scripts. Tools, such as CredScan24, can identify credential leaks, such as
those in source code and configuration files. Some commonly found types of creden-
tials include default passwords, hard-coded passwords, SQL connection strings and
Certificates with private keys.

8. Use Continuous Learning andMonitoring. Rapidly-deployed systems oftenmonitor the
health of applications, infrastructure and networks through instrumentation to ensure
the systems are behaving ’normally’. This monitoring can also help uncover security
and performance issues which are departures from normal behaviour. Monitoring is
also an essential part of supporting a defense-in-depth strategy and can reduce an
organisation’s Mean Time To Identify (MTTI) and Mean Time To Contain (MTTC) an
attack.

23https://www.whitesourcesoftware.com/
24https://secdevtools.azurewebsites.net/helpcredscan.html
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16.3.2 Mobile
Security concerns formobile apps differ from traditional desktop software in some important
ways, including local data storage, inter-app communication, proper usage of cryptographic
APIs and secure network communication. The OWASP Mobile Security Project [1373] is a
resource for developers and security teams to build andmaintain securemobile applications;
see also the Web & Mobile Security Knowledge Area (Chapter 15).

Four resources are provided to aid in the secure software lifecycle of mobile applications:

1. OWASP Mobile Application Security Verification Standard (MASVS) Security Require-
ments and Verification. The MASVS defines a mobile app security model and lists
generic security requirements for mobile apps. The MASVS can be used by architects,
developers, testers, security professionals, and consumers to define and understand
the qualities of a secure mobile app.

2. Mobile Security Testing Guide (MSTG). The guide25 is a comprehensive manual for
mobile application security testing and reverse engineering for iOS and Android mobile
security testers. The guide provides the following content:

(a) A general mobile application testing guide that contains a mobile app security test-
ing methodology and general vulnerability analysis techniques as they apply to
mobile app security. The guide also contains additional technical test cases that
are operating system independent, such as authentication and session manage-
ment, network communications, and cryptography.

(b) Operating system-dependent testing guides for mobile security testing on the An-
droid and iOS platforms, including security basics; security test cases; reverse en-
gineering techniques and prevention; and tampering techniques and prevention.

(c) Detailed test cases that map to the requirements in the MASVS.

3. Mobile App Security Checklist. The checklist26 is used for security assessments and
contains links to the MSTG test case for each requirement.

4. Mobile Threat Model. The threat model [1374] provides a checklist of items that should
be documented, reviewed and discussed when developing a mobile application. Five
areas are considered in the threat model:

(a) Mobile Application Architecture. The mobile application architecture describes
device-specific features used by the application, wireless transmission protocols,
data transmission medium, interaction with hardware components and other ap-
plications. The attack surface can be assessed through amapping to the architec-
ture.

(b) Mobile Data. This section of the threat model defines the data the application
stores, transmits and receives. The data flow diagrams should be reviewed to de-
termine exactly how data are handled and managed by the application.

(c) Threat Agent Identification. The threat agents are enumerated, including humans
and automated programs.

25https://www.owasp.org/index.php/OWASP_Mobile_Security_Testing_Guide
26https://github.com/OWASP/owasp-mstg/tree/master/Checklists
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(d) Methods of Attack. The most common attacks utilised by threat agents are de-
fined so that controls can be developed to mitigate attacks.

(e) Controls. The controls to mitigate attacks are defined.

16.3.3 Cloud Computing
The emergence of cloud computing bring unique security risks and challenges. In conjunc-
tion with the Cloud Security Alliance (CSA)27, SAFECode has provided a ’Practices for Secure
Development of Cloud Applications’ [1375] guideline as a supplement to the ’Fundamental
Practices for Secure Software Development’ guideline [1368] discussed in Section 16.2.1.3 -
see also the Distributed Systems Security Knowledge Area (Chapter 12). The Cloud guideline
provides additional secure development recommendations to address six threats unique to
cloud computing and to identify specific security design and implementation practices in the
context of these threats. These threats and associated practices are provided:

1. Threat: Multitenancy. Multitenancy allows multiple consumers or tenants to maintain
a presence in a cloud service provider’s environment, but in a manner where the com-
putations, processes, and data (both at rest and in transit) of one tenant are isolated
from and inaccessible to another tenant. Practices:

(a) Model the application’s interfaces in threat models. Ensure that the multitenancy
threats, such as information disclosure and privilege elevation are modeled for
each of these interfaces, and ensure that these threats are mitigated in the appli-
cation code and/or configuration settings.

(b) Use a ’separate schema’ database design and tables for each tenant when building
multitenant applications rather than relying on a ’TenantID’ column in each table.

(c) When developing applications that leverage a cloud service provider’s Platform as
a Service (PaaS) services, ensure common services are designed and deployed in
a way that ensures that the tenant segregation is maintained.

2. Tokenisation of Sensitive Data. An organisation may not wish to generate and store
intellectual property in a cloud environment not under its control. Tokenisation is a
method of removing sensitive data from systems where they do not need to exist or
disassociating the data from the context or the identity that makes them sensitive. The
sensitive data are replaced with a token for those data. The token is later used to rejoin
the sensitive data with other data in the cloud system. The sensitive data are encrypted
and secured within an organisation’s central system which can be protected with multi-
ple layers of protection and appropriate redundancy for disaster recovery and business
continuity. Practices:

(a) When designing a cloud application, determine if the application needs to process
sensitive data and if so, identify any organisational, government, or industry regu-
lations that pertain to that type of sensitive data and assess their impact on the
application design.

(b) Consider implementing tokenisation to reduce or eliminate the amount of sensitive
data that need to be processed and or stored in cloud environments.

27https://cloudsecurityalliance.org/
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(c) Consider data masking, an approach that can be used in pre-production test and
debug systems in which a representative data set is used, but does not need to
have access to actual sensitive data. This approach allows the test and debug
systems to be exempt from sensitive data protection requirements.

3. Trusted Compute Pools. Trusted Compute Pools are either physical or logical group-
ings of compute resources/systems in a data centre that share a security posture.
These systems provide measured verification of the boot and runtime infrastructure
for measured launch and trust verification. The measurements are stored in a trusted
location on the system (referred to as a Trusted Platform Module (TPM)) and verifi-
cation occurs when an agent, service or application requests the trust quote from the
TPM. Practices:

(a) Ensure the platform for developing cloud applications provides trustmeasurement
capabilities and the APIs and services necessary for your applications to both re-
quest and verify the measurements of the infrastructure they are running on.

(b) Verify the trustmeasurements as either part of the initialisation of your application
or as a separate function prior to launching the application.

(c) Audit the trust of the environments your applications run on using attestation ser-
vices or native attestation features from your infrastructure provider.

4. Data Encryption and Key Management. Encryption is the most pervasive means of pro-
tecting sensitive data both at rest and in transit.When encryption is used, both providers
and tenants must ensure that the associated cryptographic key materials are properly
generated, managed and stored. Practices:

(a) When developing an application for the cloud, determine if cryptographic and key
management capabilities need to be directly implemented in the application or
if the application can leverage cryptographic and key management capabilities
provided by the PaaS environment.

(b) Make sure that appropriate key management capabilities are integrated into the
application to ensure continued access to data encryption keys, particularly as
the data move across cloud boundaries, such as enterprise to cloud or public to
private cloud.

5. Authentication and Identity Management. As an authentication consumer, the appli-
cation may need to authenticate itself to the PaaS to access interfaces and services
provided by the PaaS. As an authentication provider, the application may need to au-
thenticate the users of the application itself. Practices:

(a) Cloud application developers should implement the authentication methods and
credentials required for accessing PaaS interfaces and services.

(b) Cloud application developers need to implement appropriate authentication meth-
ods for their environments (private, hybrid or public).

(c) When developing cloud applications to be used by enterprise users, developers
should consider supporting Single Sign On (SSO) solutions.

6. Shared-Domain Issues. Several cloud providers offer domains that developers can use
to store user content, or for staging and testing their cloud applications. As such, these
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domains, which may be used by multiple vendors, are considered ’shared domains’
when running client-side script (such as JavaScript) and from reading data. Practices:

(a) Ensure that your cloud applications are using customdomainswhenever the cloud
provider’s architecture allows you to do so.

(b) Review your source code for any references to shared domains.

The European Union Agency for Cybersecurity (ENISA) [1377] conducted an in-depth and in-
dependent analysis of the information security benefits and key security risks of cloud com-
puting. The analysis reports that the massive concentrations of resources and data in the
cloud present a more attractive target to attackers, but cloud-based defences can be more
robust, scalable and cost-effective.

16.3.4 Internet of Things (IoT)
The Internet of Things (IoT) is utilised in almost every aspect of our daily life, including the
extension into industrial sectors and applications (i.e. Industrial IOT (IIoT)). IoT and IIoT con-
stitute an area of rapid growth that presents unique security challenges. [From this point forth
we include IIoT when we use IoT.] Some of these are considered in the Cyber-Physical Sys-
tems Security Knowledge Area (Chapter 19), but we consider specifically software lifecycle
issues here. Devices must be securely provisioned, connectivity between these devices and
the cloud must be secure, and data in storage and in transit must be protected. However, the
devices are small, cheap, resource-constrained. Building security into each devicemay not be
considered to be cost effective by its manufacturer, depending upon the value of the device
and the importance of the data it collects. An IoT-based solution often has a large number of
geographically-distributed devices. As a result of these technical challenges, trust concerns
exist with the IoT, most of which currently have no resolution and are in need of research.
However, the US National Institute of Standards and Technology (NIST) [1376] recommends
four practices for the development of secure IoT-based systems.

1. Use of Radio-Frequency Identification (RFID) tags. Sensors and their data may be tam-
pered with, deleted, dropped, or transmitted insecurely. Counterfeit ’things’ exist in the
marketplace. Unique identifiers canmitigate this problemby attachingRadio-Frequency
Identification (RFID) tags to devices. Readers activate a tag, causing the device to broad-
cast radio waves within a bandwidth reserved for RFID usage by governments interna-
tionally. The radiowaves transmit identifiers or codes that reference unique information
associated with the device.

2. Not using or allowing the use of default passwords or credentials. IoT devices are
often not developed to require users and administrators to change default passwords
during system set up. Additionally, devices often lack intuitive user interfaces for chang-
ing credentials. Recommended practices are to require passwords to be changed or to
design in intuitive interfaces. Alternatively, manufacturers can randomise passwords
per device rather than having a small number of default passwords.

3. Use of the Manufacturer Usage Description (MUD) specification. The Manufacturer
Usage Description (MUD)28 specification allows manufacturers to specify authorised
and expected user traffic patterns to reduce the threat surface of an IoT device by re-
stricting communications to/from the device to sources and destinations intended by
the manufacturer.

28https://tools.ietf.org/id/draft-ietf-opsawg-mud-22.html
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4. Development of a Secure Upgrade Process. In non-IoT systems, updates are usually
delivered via a secure process in which the computer can authenticate the source push-
ing the patches and feature and configuration updates. IoT manufacturers have, gen-
erally, not established such a secure upgrade process, which enables attackers to con-
duct a man-in-the-middle push of their own malicious updates to the devices. The IoT
Firmware Update Architecture 29 provides guidance on implementing a secure firmware
update architecture including hard rules defining how device manufacturers should op-
erate.

Additionally, the UK Department for Digital, Culture, Media, and Sport have provided the Codeof Practice for consumer IoT security30. Included in the code of practice are 13 guidelines
for improving the security of consumer IoT products and associated services. Two of the
guidelines overlap with NIST bullets 2 and 4 above. The full list of guidelines include the fol-
lowing: (1) No default passwords; (2) Implement a vulnerability disclosure policy; (3) Keep
software updated; (4) Securely store credentials and security-sensitive data; (5) Communi-
cate securely (i.e. use encryption for sensitive data); (6) Minimise exposed attack surfaces;
(7) Ensure software integrity (e.g. use of a secure boot); (8) Ensure that personal data is pro-
tected (i.e. in accordance with GDPR); (9) Make systems resilient to outages; (10) Monitor
system telemetry data; (11) Make it easy for consumers to delete personal data; (12) Make
installation and maintenance of devices easy; and (13) Validate input data. Finally, Microsoft
has provided an Internet of Things security architecture.31

16.3.5 Road Vehicles
A hacker that compromises a connected road vehicle‘s braking or steering system could
cause a passenger or driver to lose their lives. Attacks such as these have been demon-
strated, beginning with the takeover of a Ford Escape and a Toyota Prius by white-hat hack-
ers Charlie Miller and Chris Valasek in 201332. Connected commercial vehicles are part of
the critical infrastructure in complex global supply chains. In 2018, the number of reported
attacks on connected vehicles shot up six times more than the number just three years ear-
lier [1378], due to both the increase in connected vehicles and their increased attractiveness
as a target of attackers [1379]. Broader issues with Cyber-Physical Systems are addressed
in the Cyber-Physical Systems Security Knowledge Area (Chapter 19).

The US National Highway Traffic Safety Administration (HTSA) defines road vehicle cyber
security as the protection of automotive electronic systems, communication networks, con-
trol algorithms, software, users and underlying data from malicious attacks, damage, unau-
thorised access or manipulation33. The HTSA provides four guidelines for the automotive
industry for consideration in their secure software development lifecycle:

1. The team should follow a secure product development process based on a systems-
engineering approach with the goal of designing systems free of unreasonable safety
risks including those from potential cyber security threats and vulnerabilities.

2. The automotive industry should have a documented process for responding to inci-
dents, vulnerabilities and exploits. This process should cover impact assessment, con-

29https://tools.ietf.org/id/draft-moran-suit-architecture-02.html
30https://www.gov.uk/government/publications/code-of-practice-for-consumer-iot-security/code-of-practice-for-

consumer-iot-security
31https://docs.microsoft.com/en-us/azure/iot-fundamentals/iot-security-architecture
32https://www.wired.com/2015/07/hackers-remotely-kill-jeep-highway/
33https://www.nhtsa.gov/crash-avoidance/automotive-cybersecurity#automotive-cybersecurity-overview
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tainment, recovery and remediation actions, the associated testing, and should include
the creation of roles and responsibilities for doing so. The industry should also estab-
lish metrics to periodically assess the effectiveness of their response process.

3. The automotive industry should document the details related to their cyber security
process, including the results of risk assessment, penetration testing and organisations
decisions related to cyber security. Essential documents, such as cyber security require-
ments, should follow a robust version control protocol.

4. These security requirements should be incorporated into the product’s security require-
ments, as laid out in Section 2.1.1 bullet 2, Section 2.1.2 bullet 6, and Section 2.1.3 bullet
1.:

(a) Limit developer/debugging access to production devices, such as through an open
debugging port or through a serial console.

(b) Keys (e.g., cryptographic) and passwords which can provide an unauthorised, el-
evated level of access to vehicle computing platforms should be protected from
disclosure. Keys should not provide access to multiple vehicles.

(c) Diagnostic features should be limited to a specificmodeof vehicle operationwhich
accomplishes the intended purpose of the associated feature. For example, a diag-
nostic operationwhichmay disable a vehicle’s individual brakes could be restricted
to operating only at low speeds or not disabling all the brakes at the same time.

(d) Encryption should be considered as a useful tool in preventing the unauthorised
recovery and analysis of firmware.

(e) Limit the ability to modify firmware and/or employ signing techniques to make it
more challenging for malware to be installed on vehicles.

(f) The use of network servers on vehicle ECUs should be limited to essential function-
ality, and services over these ports should be protected to prevent use by unautho-
rised parties.

(g) Logical and physical isolation techniques should be used to separate processors,
vehicle networks, and external connections as appropriate to limit and control path-
ways from external threat vectors to cyber-physical features of vehicles.

(h) Sending safety signals as messages on common data buses should be avoided,
but when used should employ a message authentication scheme to limit the pos-
sibility of message spoofing.

(i) An immutable log of events sufficient to enable forensic analysis should be main-
tained and periodically scrutinised by qualified maintenance personnel to detect
trends of cyber-attack.

(j) Encryption methods should be employed in any IP-based operational communi-
cation between external servers and the vehicle, and should not accept invalid
certificates.

(k) Plan for and design-in features that could allow for changes in network routing
rules to be quickly propagated and applied to one, a subset or all vehicles

The International Organization for Standardization (ISO)34 and the Society for Automative
34https://www.iso.org/standard/70918.html
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Engineering (SAE) International 35 are jointly developing an international Standard, ISO 21434Road vehicles - cyber security engineering36. The standardwill specifyminimum requirements
on security engineering processes and activities, and will define criteria for assessment. Ex-
plicitly, the goal is to provide a structured process to ensure cyber security is designed in
upfront and integrated throughout the lifecycle process for both hardware and software.

The adoption of a secure software lifecycle in the automotive industry may be driven by leg-
islation, such as through the US SPY Car Act37 or China and Germany’s Intelligent and Con-
nected Vehicles (ICVs) initiative38.

16.3.6 ECommerce/Payment Card Industry
The ability to steal large quantities of money makes the Payment Card Industry (PCI) an es-
pecially attractive target for attackers. In response, the PCI created the Security Standards
Council, a global forum for the ongoing development, enhancement, storage, dissemination,
and implementation of security standards for account data protection. The Security Stan-
dards Council established the Data Security Standard (PCI DSS), which must be upheld by
any organisations that handle payment cards, including debit and credit cards. PCI DSS con-
tains 12 requirements39 that are a set of security controls that businesses are required to
implement to protect credit card data. These specific requirements are incorporated into the
product’s security requirements, as laid out in Section 2.1.1 bullet 2, Section 2.1.2 bullet 6, and
Section 2.1.3 bullet 1. The 12 requirements are as follows:

1. Install and maintain a firewall configuration to protect cardholder data.

2. Do not use vendor-supplied defaults for system passwords and other security parame-
ters.

3. Protect stored cardholder data.

4. Encrypt transmission of cardholder data across open, public networks.

5. Use and regularly update antivirus software.

6. Develop and maintain secure systems and applications, including detecting and miti-
gating vulnerabilities and applying mitigating controls.

7. Restrict access to cardholder data by business need-to-know.

8. Assign a unique ID to each person with computer access.

9. Restrict physical access to cardholder data.

10. Track and monitor all access to network resources and cardholder data.

11. Regularly test security systems and processes.

12. Maintain a policy that addresses information security.
35www.sae.org
36https://www.iso.org/standard/70918.html
37https://www.congress.gov/bill/115th-congress/senate-bill/680
38http://icv.sustainabletransport.org/
39https://searchsecurity.techtarget.com/definition/PCI-DSS-12-requirements
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16.4 ASSESSING THE SECURE SOFTWARE LIFECYCLE
[1380, 1381]

Organisations may wish to or be required to assess the maturity of their secure development
lifecycle. Four assessment approaches are described in this section.

16.4.1 SAMM
The Software Assurance Maturity Model (SAMM)40 is an open framework to help organisa-
tions formulate and implement a strategy for software security that is tailored to the specific
risks facing the organisation. Resources are provided for the SAMM to enable an organisa-
tion to do the following:

1. Define and measure security-related activities within an organisation.

2. Evaluate their existing software security practices.

3. Build a balanced software security program in well-defined iterations.

4. Demonstrate improvements in a security assurance program.

Because each organisation utilises its own secure software process (i.e., its own unique com-
bination of the practices laid out in Sections 2 and 3), the SAMM provides a framework to
describe software security initiatives in a common way. The SAMM designers enumerated
activities executed by organisations in support of their software security efforts. Some ex-
ample activities include: build and maintain abuse case models per project; specify security
requirements based upon known risks; and identify the software attack surface. These activ-
ities are categorised into one of 12 security practices. The 12 security practices are further
grouped into one of four business functions. The business functions and security practices
are as follows:

1. Business Function: Governance

(a) Strategy and metrics

(b) Policy and compliance

(c) Education and guidance

2. Business Function: Construction

(a) Threat assessment

(b) Security requirements

(c) Secure architecture

3. Business Function: Verification

(a) Design review

(b) Code review

(c) Security testing

4. Business Function: Deployment
40https://www.opensamm.org/ and https://www.owasp.org/images/6/6f/SAMM_Core_V1-5_FINAL.pdf
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(a) Vulnerability management

(b) Environment hardening

(c) Operational enablement

The SAMM assessments are conducted through self-assessments or by a consultant cho-
sen by the organisation. Spreadsheets are provide by SAMM for scoring the assessment,
providing information for the organisation on their current maturity level:

• 0: Implicit starting point representing the activities in the Practice being unfulfilled.

• 1: Initial understanding and ad hoc provision of the Security Practice.

• 2: Increase efficiency and/or effectiveness of the Security Practice.

• 3: Comprehensive mastery of the Security Practice at scale.

Assessments may be conducted periodically to measure improvements in an organisation’s
security assurance program.

16.4.2 BSIMM
Gary McGraw, Sammy Migues, and Brian Chess desired to create a descriptive model of the
state-of-the-practice in secure software development lifecycle. As a result, they forked an
early version of SAMM (see Section 4.1) to create the original structure of the Building Se-
curity In Maturity Model (BSIMM) [1380, 1381] in 2009. Since that time, the BSIMM has been
used to structure a multi-year empirical study of the current state of software security initia-
tives in industry.

Because each organisation utilises its own secure software process (i.e., its own unique com-
bination of the practices laid out in Sections 2 and 3), the BSIMM provides a framework to
describe software security initiatives in a common way. Based upon their observations, the
BSIMM designers enumerated 113 activities executed by organisations in support of their
software security efforts. Some example activities include: build and publish security fea-
tures; use automated tools alongwith amanual review; and integrate black-box security tools
into the quality assurance process. Each activity is associated with a maturity level and is
categorised into one of 12 practices. The 12 practices are further grouped into one of four
domains. The domains and practices are as follows:

1. Domain: Governance

(a) Strategy and metrics

(b) Compliance and policy

(c) Training

2. Domain: Intelligence

(a) Attack models

(b) Security features and design

(c) Standards and requirements

3. Domain: Secure software development lifecycle touchpoints

(a) Architecture analysis
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(b) Code review

(c) Security testing

4. Domain: Deployment

(a) Penetration testing

(b) Software environment

(c) Configuration management and vulnerability management

BSIMM assessments are conducted through in-person interviews by software security pro-
fessionals at Cigital (now Synopsys) with security leaders in a firm. Via the interviews, the
firm obtains a scorecard on which of the 113 software security activities the firm uses. After
the firm completes the interviews, they are provided information comparing themselves with
the other organisations that have been assessed. BSIMMassessments have been conducted
since 2008. Annually, the overall results of the assessments from all firms are published, re-
sulting in the BSIMM1 through BSIMM9 reports. Since the BSIMM study began in 2008, 167
firms have participated in BSIMM assessment, sometimes multiple times, comprising 389
distinct measurements. To ensure the continued relevance of the data reported, the BSIMM9
report excluded measurements older than 42 months and reported on 320 distinct measure-
ments collected from 120 firms.

16.4.3 The Common Criteria
The purpose of this Common Criteria (CC)41 is to provide a vehicle for international recog-
nition of a secure information technology (IT) product (where the SAMM and BSIMM were
assessments of a development process). The objective of the CC is for IT products that have
earned a CC certificate from an authorised Certification/Validation Body (CB) to be procured
or used with no need for further evaluation. The Common Criteria seek to provide grounds
for confidence in the reliability of the judgments on which the original certificate was based
by requiring that a CB issuing Common Criteria certificates should meet high and consistent
standards. A developer of a new product range may provide guidelines for the secure devel-
opment and configuration of that product. This guideline can be submitted as a Protection
Profile (the pattern for similar products that follow on). Any other developer can add to or
change this guideline. Products that earn certification in this product range use the protec-
tion profile as the delta against which they build.

Based upon the assessment of the CB, a product receives an Evaluation Assurance Level
(EAL). A product or system must meet specific assurance requirements to achieve a particu-
lar EAL. Requirements involve design documentation, analysis and functional or penetration
testing. The highest level provides the highest guarantee that the system’s principal security
features are reliably applied. The EAL indicates to what extent the product or system was
tested:

• EAL 1: Functionally tested. Applieswhen security threats are not viewed as serious. The
evaluation provides evidence that the system functions in a manner consistent with its
documentation and that it provides useful protection against identified threats.

• EAL 2: Structurally tested. Applies when stakeholders require low-to-moderate
independently-assured security but the complete development record is not readily

41https://www.commoncriteriaportal.org/ccra/index.cfm
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available, such as with securing a legacy system.

• EAL 3: Methodically tested and checked. Applies when stakeholders require a moder-
ate level of independently-assured security and a thorough investigation of the system
and its development, without substantial re-engineering.

• EAL 4:Methodically designed, tested and reviewed. Applieswhen stakeholders require
moderate-to-high independently-assured security in commodity products and are pre-
pared to incur additional security-specific engineering costs.

• EAL 5: Semi-formally designed and tested. Applies when stakeholders require high,
independently-assured security in a planned development and require a rigorous de-
velopment approach that does not incur unreasonable costs from specialist security
engineering techniques.

• EAL 6: Semi-formally verified design and tested. Applies when developing systems in
high-risk situations where the value of the protected assets justifies additional costs.

• EAL 7: Formally verified design and tested. Applies when developing systems in ex-
tremely high-risk situations and when the high value of the assets justifies the higher
costs.

The CC provides a set of security functional and security assurance requirements. These
requirements, as appropriate, are incorporated into the product’s security requirements, as
laid out in Section 2.1.1 bullet 2, Section 2.1.2 bullet 6, and Section 2.1.3 bullet 1.

16.5 ADOPTING A SECURE SOFTWARE LIFECYCLE
[1380, 1381, 1382]

This knowledge area has provided amyriad of possible practices an organisation can include
in its secure software lifecycle. Some of these practices, such as those discussed in Section
2, potentially apply to any product. Other practices are domain specific, such as those dis-
cussed in Section 3.

Organisations adopting new practices often like to learn from and adopt practices that are
used by organisations similar to themselves [1382]. When choosing which security practices
to include in a secure software lifecycle, organisations can consider looking at the latest
BSIMM [1380, 1381] results which provide updated information on the adoption of practices
in the industry.

DISCUSSION
[1383]

This chapter has provided an overview of of three prominent and prescriptive secure software
lifecycle processes and six adaptations of these processes that can be applied in a specified
domain. However, the cybersecurity landscape in terms of threats, vulnerabilities, tools, and
practices is ever evolving. For example, a practice has has not be been mentioned in any of
these nine processes is the use of a bug bounty program for the identification and resolution
of vulnerabilities. With a bug bounty program, organisations compensate individuals and/or
researchers for finding and reporting vulnerabilities. These individuals are external to the
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organisation producing the software and may work independently or through a bug bounty
organisation, such as HackerOne42.

While the majority of this knowledge area focuses on technical practices, the successful
adoption of these practices involves organisational and cultural changes in an organisa-
tion. The organisation, starting from executive leadership, must support the extra training,
resources, and steps needed to use a secure development lifecycle. Additionally, every devel-
oper must uphold his or her responsibility to take part in such a process.

A team and an organisation need to choose the appropriate software security practices to
develop a customised secure software lifecycle based upon team and technology character-
istics and upon the security risk of the product.

While this chapter has provided practices for developing secure products, information inse-
curity is often due to economic disincentives [1383] which drives software organizations to
choose the rapid deployment and release of functionality over the production of secure prod-
ucts. As a result, increasingly governments and industry groups are imposing cyber security
standards on organisations as a matter of legal compliance or as a condition for being con-
sidered as a vendor. Compliance requirements may lead to faster adoption of a secure de-
velopment lifecycle. However, this compliance-driven adoption may divert efforts away from
the real security issues by driving an over-focus on compliance requirements rather than on
the pragmatic prevention and detection of the most risky security concerns.
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FURTHER READING

Building Secure Software: How to Avoid Security Problems the Right Way
[1238]
This book introduces the term software security as an engineering discipline for building
security into a product. This book provides essential lessons and expert techniques for secu-
rity professionals who understand the role of software in security problems and for software
developers who want to build secure code. The book also discusses risk assessment, devel-
oping security tests, and plugging security holes before software is shipped.

Writing Secure Code, Second Edition. [1345]
The first edition of this book was internally published in Microsoft and was required reading
for all members of the Windows team during the Windows Security Push. The second edi-
tion was made publicly available in the 2003 book and provides secure coding techniques to
prevent vulnerabilities, to detect design flaws and implementation bugs, and to improve test
code and documentation.

Software Security: Building Security In [1346]
This book discusses seven software securing best practices, called touchpoints. It also pro-
vides information on software security fundamentals and contexts for a software security
program in an enterprise.

The Security Development Lifecycle (Original Book) [1340]
This seminal book provides the foundation for the other processes laid out in this knowledge
area, and was customised over the years by other organisations, such as Cisco 43. The book
lays out 13 stages for integrating practices into a software development lifecycle such that
the product is more secure. This book is out of print, but is avaialble as a free download44.

The Security Development Lifecycle (Current Microsoft Resources) [1347]
TheMicrosoft SDL are practices that are used internally to build secure products and services,
and address security compliance requirements by introducing security practices throughout
every phase of the development process. This webpage is a continuously-updated version of
the seminal book [1340] based on Microsoft’s growing experience with new scenarios such
as the cloud, the Internet of Things (IoT) and Artificial Intelligence (AI).

43https://www.cisco.com/c/en/us/about/trust-center/technology-built-in-security.html#~stickynav=2
44https://blogs.msdn.microsoft.com/microsoft_press/2016/04/19/free-ebook-the-security-development-lifecycle/
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Software Security Engineering: A Guide for Project Managers [1360]
This book is a management guide for selecting from among sound software development
practices that have been shown to increase the security and dependability of a software prod-
uct, both during development and subsequently during its operation. Additionally, this book
discusses governance and the need for a dynamic riskmanagement approach for identifying
priorities throughout the product lifecycle.

Cyber Security Engineering: A Practical Approach for Systems and Software
Assurance [1384]
This book provides a tutorial on the best practices for building software systems that exhibit
superior operational security, and for considering security throughout your full system devel-
opment and acquisition lifecycles. This book provides seven core principles of software as-
surance, and shows how to apply them coherently and systematically. This book addresses
important topics, including the use of standards, engineering security requirements for ac-
quiring COTS software, applying DevOps, analysing malware to anticipate future vulnerabili-
ties, and planning ongoing improvements.

SAFECode’s Fundamental Practices for Secure Software Development: Es-
sential Elements of a Secure Development Lifecycle Program, Third Edition
[1368]
Eight practices for secure development are provided based upon the experiences of member
companies of the SAFECode organisation.

OWASP’s Secure Software Development Lifecycle Project (S-SDLC) [1348]
Based upon a committee of industry participants, the Secure-Software Development Life-
cycle Project (S-SDLC) defines a standard Secure Software Development Life Cycle and pro-
vides resources to help developers knowwhat should be considered or best practices at each
phase of a development lifecycle (e.g., Design Phase/Coding Phase/Maintain Phase/etc.)
The committee of industry participants are members of the Open Web Application Security
Project (OWASP)45, an international not-for-profit organisation focused on improving the se-
curity of web application software. The earliest secure software lifecycle contributions from
OWASP were referred to as the Comprehensive, Lightweight Application Security Process
(CLASP).

45https://www.owasp.org/
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Security controls
Government and standards organizations have provided security controls to be integrated in
a secure software or systems lifecyle:

1. The Trustworthy Software Foundation 46 provides the the Trustworthy Software Frame-
work (TSFr) 47 a collection of good practice, existing guidance and relevant standards
across the fivemain facets of trustworthiness: Safety; Reliability; Availability; Resilience;
and Security. The purpose of the TSFr is to provide aminimum set of controls such that,
when applied, all software (irrespective of implementation constraints) can be speci-
fied, realised and used in a trustworthy manner.

2. The US National Institute of Standards and Technology (NIST) has authored the Sys-
tems Security Engineering Cyber Resiliency Considerations for the Engineering [1385]
framework (NIST SP 800-160). This Framework provides resources on cybersecurity
Knowledge, Skills and Abilitiess (KSAs), and tasks for a number of work roles for achiev-
ing the identified cyber resiliency outcomes based on a systems engineering perspec-
tive on system life cycle processes.

3. The Software Engineering Institute (SEI) has collaborated with professional organisa-
tions, industry partners and institutions of higher learning to develop freely-available
curricula and educational materials. Included in these materials are resources for a
software assurance program48 to train professionals to build security and correct func-
tionality into software and systems.

4. The UK National Cyber Security Centre (NCSC)49 provide resources for secure software
development:

(a) Application development50: recommendations for the secure development, pro-
curement, and deployment of generic and platform-specific applications.

(b) Secure development and deployment guidance51: more recommendations for
the secure development, procurement, and deployment of generic and platform-
specific applications.

(c) The leaky pipe of secure coding52: a discussion of howsecurity can bewovenmore
seamlessly into the development process, particularly by developers who are not
security experts.

46https://tsfdn.org
47https://tsfdn.org/ts-framework/
48https://www.sei.cmu.edu/education-outreach/curricula/software-assurance/index.cfm
49https://www.ncsc.gov.uk/
50https://www.ncsc.gov.uk/collection/application-development
51https://www.ncsc.gov.uk/collection/developers-collection
52https://www.ncsc.gov.uk/blog-post/leaky-pipe-secure-coding
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Training materials
Training materials are freely-available on the Internet. Some sites include the following:

1. The Trustworthy Software Foundation provides a resource library 53 of awarenessmate-
rials and guidance targeted for those who teach trustworthy software principles, those
who seek to learn about Trustworthy Software and those who want to ensure that the
software they use is trustworthy. The resources available include a mixture of docu-
ments, videos, animations and case studies.

2. The US National Institute of Standards and Technology (NIST) has created the NICE
Cyber security Workforce Framework [1386]. This Framework provides resources on
cyber security Knowledge, Skills and Abilitiess (KSAs), and tasks for a number of work
roles.

3. The Software Engineering Institute (SEI) has collaborated with professional organisa-
tions, industry partners and institutions of higher learning to develop freely-available
curricula and educational materials. Included in these materials are resources for a
software assurance program54 to train professionals to build security and correct func-
tionality into software and systems.

4. SAFECode offers free software security training courses delivered via on-demand web-
casts55.

53https://tsfdn.org/resource-library/
54https://www.sei.cmu.edu/education-outreach/curricula/software-assurance/index.cfm
55https://safecode.org/training/
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INTRODUCTION
The ubiquity of the Internet allows us to connect all sorts of devices to the network and
gain unprecedented access to a whole range of applications and services anytime, anywhere.
However, our heavy reliance on networking technology also makes it an attractive target for
malicious users who are willing to compromise the security of our communications and/or
cause disruption to services that are critical for our day-to-day survival in a connected world.
In this chapter, we will explain the challenges associated with securing a network under a va-
riety of attacks for a number of networking technologies and widely used security protocols,
along with emerging security challenges and solutions. This chapter aims to provide the nec-
essary background in order to understand other knowledge areas, in particular the Security
Operations & Incident Management Knowledge Area (Chapter 8) which takes a more holistic
view of security and deals with operational aspects. An understanding of basic networking
protocol stack and TCP/IP suite is assumed. Basic networking text books explain the fun-
damentals of the 7-layer ISO OSI model and Internet Protocol [1387]. When considering the
security of the Internet and Wireless LAN (WLAN) technologies, it can sometimes be instruc-
tive to consider how certain original protocols are either designed without bearing security
in mind, or with poor security design decisions. This is not merely of historical interest: con-
temporary designs are often constrained by their predecessors for pragmatic reasons.

CONTENT

17.1 INTERNET ARCHITECTURE
A complex system such as distributed applications running over a range of networking tech-
nologies is best understood when viewed as layered architecture. Figure 17.1 shows the 7-
layer protocol ISO OSI stack and the interaction between the various layers. The model also
allows us to understand the security issues on each layer and the interplay between them.
The Internet is the predominant architecture today. However, it uses only five layers from the
protocol stack in figure 17.1 i.e., layers 1–4 and layer 7. The Presentation and Session layers
shown in the dotted box are optional in the IP protocol stack and some or all of the functions
can be custom built on application requirements. Network security requires cryptographic
techniques such as public and symmetric keys for encryption and signing, block and stream
ciphers, hashing, and digital signature, as described in the Cryptography Knowledge Area
(Chapter 10). We will take an applied approach to understand how these techniques help
build a secure network.

17.2 NETWORK PROTOCOLS AND VULNERABILITY
Typically, the Dolev-Yao [28] adversarial formalmodel is used for a formal analysis of security
protocols in the research literature. The Dolev-Yao model assumes that an adversary has
complete control over the entire network, and concurrent executions of the protocol between
the same set of 2-or-more parties can take place. The Dolev-Yao model describes the worst
possible adversary: depending on the context, real adversaries may have limited capabilities.
This model is summarised as allowing the adversary to read any message, prevent delivery
of any message, duplicate any message, or otherwise synthesise any message for which the
adversary has the relevant cryptographic keys (if any).
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Figure 17.1: 7 Layer Protocol Stack

We examine a few common network security attacks to highlight the importance of under-
standing network security issues. The popular characters called Alice and Bob from the se-
curity literature want to exchange messages securely. In terms of information and commu-
nication infrastructure context, we can replace Alice and Bob with Web servers and clients,
two email clients, two people using video-conferencing and so on. The hackers, an eaves-
dropper called Eve, and a malicious attacker called Mallory are waiting to compromise their
communications. Messages sent by Alice and Bob over a network can be captured by Eve
using packet sniffing tools. This allows Eve to inspect each packet and possibly extract confi-
dential information such as passwords, credit card details and many other types of sensitive
information. Broadcast networking technologies such as WLAN or cable modem make it
relatively easy to sniff packets. The man in the middle attack (MITM) is another common
security threat where Mallory, an attacker, places himself between Alice and Bob. For exam-
ple, a compromised gateway/router/access-point, malware present in the user’s device or
server can potentially capture all of the packets being exchanged between the two parties,
add/modify/delete information and carry out other malicious activities. The Denial of Ser-
vice (DoS) attack is a technique where an attacker sends an avalanche of bogus packets to
a server. This would either keep the server constantly busy or clog up the access link, result-
ing in disruption of service for legitimate users. Typically, a large number of compromised
hosts (bots) are used to launch a distributed DoS attack, aka DDoS. DoS and MITM are not
disjoint; many DoS attacks are also MITM, and vice-versa. Mirai [1388] is an example of a
malware, first found in 2016, which launched a DDoS attack by compromising Linux-based
consumer devices, aka Internet of Things (IoT) devices, such as IP cameras, utility meters,
home routers and others. The IoT devices were turned into bots by exploiting weak authen-
tication configurations including use of default passwords. The bots were then used from a
command and control centre to attack several high-profile websites. The use of IoT devices
allowed the attackers to circumnavigate traditional security measures.
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In an IP spoofing attack, an attacker tries to impersonate as an authorised user by crafting a
packet with a forged IP address and adjusting certain other fields to make it look legitimate.
Having looked at examples of network attacks, we will now examine the security on each
layer of the protocol stack.

17.3 APPLICATION-LAYER SECURITY
As an example of an application-layer security protocol,Alice and Bob want to use email. In a
simplistic scenario, Alice and Bob would decide to use an encryption algorithm such as AES
with a 128 or 256-bit key to encrypt their messages. This meets their confidentiality require-
ment as the message cannot be decrypted by anyone other than Alice and Bob. However,
this would require Alice and Bob to agree on a shared key. Distributing this key over the net-
work makes the secret key an easy target for Eve or Mallory. Also, the above scenario fails
to provide integrity and origin authentication. The message can be altered as it traverses the
network. Alice and Bob (in this instance, their email clients) must use additional measures
to provide message integrity and origin authentication. In a variant of this setting, it is also
likely that Alice and Bob do not care about the confidentiality of their messages, but they
want assurance that their messages will not be tampered with in transit. Alice could calcu-
late the hash of her message using the SHA-3 algorithm and send it to Bob. On receiving this
message, Bob would recalculate the hash and verify whether there is a match. However, a
potential attacker could easily replace the genuine message with a forged one and a match-
ing hash. Bob cannot tell whether the message sent by Alice has been altered since the hash
matches. One possible solution for Alice is to use a pre-negotiated symmetric key to encrypt
the hash. Bob now decrypts this hash using the pre-negotiated symmetric key and verifies
the integrity of the message received. This also authenticates that the message was sent by
someone who shares a key with Bob, in this instance Alice.

We highlighted the challenges of key distribution over the network. See the Cryptography
Knowledge Area (Chapter 10) for details of public key cryptography. We will ignore the confi-
dentiality requirement for the moment. Alice signs the hash of her message using her private
key. Bob then decrypts themessage using Alice’s public key. This allows for an integrity check
and authentication at the same time, as no one other than Alice knows her private key. We
avoided pre-negotiation or sharing of keys. So, how does Bob get Alice’s public key and trust
that Eve or Mallory are not using a forged public/private key to perform MITM? We provide
a brief introduction to key management in the context of public key cryptography in the next
section, as it is used by a number of network security protocols. The above example also
achieves non-repudiation, as it can be proved that the hash (or in other cases, the whole
message) was signed by Alice’s private key and she could not deny this fact.

17.3.1 Public Key Infrastructure
Public-Key Infrastructure (PKI) provides a solution for registering and managing a trustwor-
thy public key. Government agencies or standard organisations appoint or recognise regis-
trars who issue keys, and keep track of the public certificates of entities (individuals, servers,
routers etc). The registrars, a large number of which are private companies, themselves have
a registered public/private key pair with stakeholders relevant to the application domain. The
idea is similar to registering your motor number plate with an authority. Alice generates a pair
of public/private keys for herself using her computer. She then presents her proof of identity
to one of the registrars. The registrar then issues a certificate to Alice. This certificate is
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signed by the registrar’s private key and can be verified by anyone using the registrar’s public
key. Typically, a user’s identity, public-key and CA information are used as an input to the hash
function. The hash is then signed with the CA’s private key to produce a Public Key Certifi-
cate (PKC). The fields on the certificate include a unique identifier/serial number, a signature
algorithm used by the CA and the period of validity. The IETF RFC1422 and ITU-X.509 stan-
dards have prescribed the format and standard for managing PKI [1389]. Organisations can
also manage their own private PKI. CAs also publish a list of revoked certificates which have
either expired or been revoked. The web of trust is an alternative scheme where users can
create a community of trusted parties by mutually signing certificates without needing a reg-
istrar. Continuing with our email example, Alice could send her certificate to Bob along with
her email message. Bob is now able to check the validity of the certificate presented by Al-
ice. In our simple example, Alice and Bob could use these techniques to build a secure email
system. Pretty Good Privacy (PGP) was one of the earliest email systems to propose the
security approach described above, albeit using the web of trust for certificates. Generally,
in order for systems to be compatible across platforms and between vendors, application
developers make use of the standard application layer protocol, the Simple Mail Transfer
Protocol (SMTP) for exchanging messages between mail servers. The content itself is for-
matted based on a set of standards calledMultipurpose Internet Mail Extensions (MIME). As
the original Internet protocols lacked security features, a secure version SMIME was devel-
oped in order to add an integrity check and certificates to the email header. The functions of
the certificate verification and checking revocation list are automatically performed by Alice
and Bob’s mail agents.

The existing PKI model has faced several challenges, as evidenced by a number of docu-
mented cases where Certificate Authorities have issued certificates in error, or under coer-
cion, or through their own infrastructure being attacked. Recent years have seenmany partial
solutions such as certificate pinning and public immutable logs of issued certificates being
implemented to prevent the PKI trust model from being undermined. [1330].

17.3.2 DNS Security Extensions
Internet design philosophymandates keeping the Internet core functions implemented in the
backbone routers to be simple along with other supporting functions to be deployed at the
edge. For most people, human cognition means that it is easier to remember host/server
names, e.g., cnn.com, over an IP address 151.101.1.XX. Internet routing and other protocols,
however, function using IP addresses. The IETF has designed an application-layer protocol,
the Domain Name System (DNS), which performs the translation between a host name and
the corresponding IP address. This mapping is performed and maintained by a hierarchy
of name servers. There have been a number of DDoS attacks in recent years [1390]. We
provide an overiew of attacks on DNS. In an MITM, Mallory can impersonate a DNS server,
return a bogus address and divert traffic to a malicious server, thus allowing it to collect user
passwords and other credentials. A DNS cache poisoning attack, aka DNS spoofing, allows
attackers to plant bogus addresses, thus diverting a user request to malicious servers. How-
ever, the robust distributed design of the DNS has fortunately saved us from a total collapse
of the Internet. Learning from these attacks, the IETF introduced a secure version called DNS
Security Extensions (DNSSEC). DNSSEC uses techniques similar to our secure email exam-
ple above by sending a response signed by the private key of a DNS server. The authenticity
of the DNS records is proven by the fact that a responding server signs the record using its
private key, which a requester can verify using the corresponding public key. In addition, a
digital signature also provides the integrity of the response data. An astute reader may note
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that confidentiality is not a significant issue for this transaction. More than half a dozen IETF
RFCs cover DNSSEC. A study by Chung et al. [1391] suggests that only 1% of domains use
the DNSSECmechanisms for security. Very few registrars support DNSSEC and othermecha-
nisms, as communicating DNSSEC information has several security vulnerabilities. DDoS de-
fence is not part of DNSSEC. We will look at defence mechanisms in IDS/IPS in section 17.8.

17.3.3 Hyper Text Transfer Protocol Secure (HTTPS)
The most prominent application-layer protocol, the Hypertext Transfer Protocol (HTTP), was
designed without any security considerations. The popularity of HTTP and its wide adop-
tion for e-commerce imposed strict security requirements on this protocol. A secure version
called HTTPS was introduced by using security services from the transport layer, which al-
lows the URL, content, forms and cookies to be encrypted during communication.We discuss
the secure transport layer protocols in the next section. A new version, HTTP 2.0, has further
enriched the security features of HTTP 1.0. Although not mandated, most browsers support
confidentiality by encrypting data. New features such as header compression and flow con-
trol require servers to maintain additional state information. An attacker could send a large
number of empty or tiny frames and keep the server busy processing frame headers. Servers
must employ a threshold on the number of connections being processed to limit such at-
tacks.

17.3.4 Network Time Protocol (NTP) Security
The Network Time Protocol [RFC 5905] is an application-layer protocol used to synchronise
devices (hosts, server, routers etc.) to within a few milliseconds of Coordinated Universal
Time (UTC). The protocol is typically implemented either as a client-server model or a peer-
peer one. In the client-server model, the client sends a request using UDP on port 123 and
receives a response back from the server. As with other application-layer protocols, NTP
has been subject to replay, DoS and MITM attacks. Further, an intruder could delay a packet
between client server, thus skewing the timing calculations. In a DoS amplification attack, an
attacker can send a few bytes of the MONLIST command and get the server to send a list
of the last 600 clients that made an NTP request. A possible countermeaure would require
restricting access to this command from internal hosts only. Themost recent implementation
of the NTP daemon ntpd) uses a hierarchical security model implementing several PKIs,
digital signatures and other standard application-layer security mechanisms.

17.4 TRANSPORT-LAYER SECURITY
In the previous section, we discussed ways in which applications could build security fea-
tures by using cryptographic primitives. Data sent over the TCP/IP protocol were not safe
and hence each application had to take care of security itself. Ideally, if the transport-layer
could provide confidentiality, integrity and authentication mechanisms, the application-layer
could be relieved from the burden of security and use the transport layer services instead.
This would also provide compatiblity across platforms/vendors. These capabilities are pro-
vided by a shim layer between the application and transport layers called the Secure Sockets
Layer (SSL). A standard Application Programing Interface (API), similar to the socket API, al-
lows applications to bootstrap secure connections and to send/receive data securely. IETF
started to develop the Transport Layer Security (TLS) borrowing most of its ideas from the
SSL 3.0 protocol. The most prominent web browsers have started to support the latest TLS
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Figure 17.2: TLS Handshake

1.3 standardised in 2018. In this section, our discussions will relate to a simplified version of
the security features in order to understand the basics of the TLS protocol. The exact syntax
and semantics of the protocols and a rich set of configurations are described in hundreds of
pages of RFCs.

We will now bring Alice (server) and Bob (client) back into the action. Alice is configured with
her public/private key pairs, as described in 17.3.1. It is worth emphasising that some of these
basic techniques are also used in security protocols on other layers, which we will discuss
in this chapter. The TLS protocol has 3 phases: handshake, key-derivation and data transfer,
as shown in figure 17.2.

17.4.1 Handshake
1. First Bob and Alice exchange the three-way TCP SYN, SYNACK and ACK messages. It

should be noted that this step is not part of TLS/SSL.

2. Bob then sends a ClientHellomessage to Alice alongwith the cipher suites (ciphers and
the hash functions it supports) and a nonce, a large, random number, chosen specifi-
cally for this run of the protocol.

3. Alice respondswith a ServerHellomessage alongwith her choice from the cipher suites
(e.g., AES for confidentiality, RSA for the public key, SHA2 for the Message Authentica-
tion Code (MAC)), a certificate containing her public key and a nonce. Additionally, she
could also request the client’s certificate and parameters for other TLS extensions.

4. Bob checks validity of the certificate and is assured that it belongs to Alice. He initiates
the ClientKeyExchange message. This can use a range of key exchange methods, e.g.,
RSA or the Diffie-Hellman (and variants) to establish a symmetric key for the ensuing
session. For example, when using RSA, Bob could generate a 48-bit Pre-Master Secret
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(PMS) and encrypt it with Alice’s public key obtained using the steps as described above
and send it to Alice.

5. Bob sends a ClientCipherSpec and a Finished Message suggesting that the key gener-
ation and authentication are complete.

6. Alice also has the shared key at this point. She responds with a ChangeCipherSpec and
a Finished Message back to Bob.

7. Bob decrypts themessagewith the negotiated symmetric key and performs amessage
integrity check.

After successfully completing the above steps, a secure tunnel is established and the en-
crypted application data can now be sent, as shown at the bottom of figure 17.2. The details
of the protocol exchange and message processing can be found in [1389].

17.4.2 Key-Derivation
The client nonce, server nonce and PMS are input into a pseudorandom function to produce
amaster secret. All the other key data for this connection are derived from this master secret
in conjunction with the additional parameters. The following four common keys are derived
at both ends:

1. Session encryption key for data sent from Bob to Alice (client encryption key).

2. Session encryption key for data sent from Alice to Bob (server encryption key).

3. Session MAC key for data sent from Bob to Alice (client MAC key).

4. Session MAC key for data sent from Alice to Bob (server MAC key).

Bob and Alice derive separate keys for encryption and integrity in each direction for enhanced
security. Generating these ephemeral keys allows for perfect forward secrecy, as these keys
cannot be reused in future sessions. For example, Eve could capture every communication
between Alice and Bob. She could pretend to be Bob and repeat the sequence of commands
sent by Bob later in the day. This attack is called a connection replay attack. The TLS and
most other protocols use a session specific nonce, a random number, to avoid this attack.
The PMS generation algorithm uses a nonce in the mix. The connection replay attack will
fail, as Alice would have a different set of keys from Eve for the new session due to this new
nonce.

17.4.3 Data-Transfer
TCP is a byte oriented transport protocol where application-layer data are sent as a stream
of bytes. Integrity check algorithms require fixed length data for a MAC calculation. If appli-
cations have to collect and pass fixed length data to these algorithms, further delay will be
incurred. Hence, TLS defines a record format, as shown in figure 17.3, where the length of
the data sent in each record can be indicated along with the type of record (data or control).
A MAC is also appended at the end of each record. For example, if data are sent from Bob
to Alice, the session MAC key for the data sent from Bob to Alice are used to generate this
MAC. Further, the data plus the MAC are encrypted using the session encryption key for data
sent from Bob to Alice.
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As the TCP sequence number is not encrypted, a possible MITM attack could simply capture
the TCP segments and swap the TLS records between these segments. A receiver would
not be able to detect this attack as the integrity of the TLS records remains unchanged. The
TLS provides a separate mechanism where the sender and receiver keep track of the record
sequence number without explicitly exchanging it. However, the MAC calculations at both
ends use this sequence number in the mix. Any MITM rearrangement of records will fail an
integrity check.

Having discussed the technical details of the TLS, we now consider how it performs in the
presence of certain attacks. In a Password Sniffing attack, Eve captures a few packets and
wants to get passwords in HTTPS or other application traffic. As the user data are encrypted,
the password can not be sniffed. In an IP Spoofing attack, Mallory uses a forged IP addresses
to fool Bob into accepting bogus data. Mallory must be in possession of the secret key as
well as the forged IP address to succeed. An MITM attack is prevented by using public key
certificates to authenticate the correspondents.

We note that in a related transport-layer attack called a SYN Flooding DDoS attack, a group
of attacking machines keep sending TCP SYNmessages to request a connection and let the
server allocate resources. However, this type of attack can be handled by the TCP and hence
is not duplicated in the TLS. A defence known as SYN Cookies has been implemented in
many operating systems [RFC4987]. The server does not half open a connection right away
on receiving a TCP connection request. It selects an Initial Sequence Number (ISN) using a
hash function over source and destination IP addresses, port numbers of the SYN segment,
as well as a secret number only known to the server. The server then sends the client this ISN,
otherwise known as a Cookie, in the SYNACK message. If the request is from a legitimate
sender, the server receives an ACK message with a new sequence number which is ISN plus
1. Once this validation is done, the server opens a TCP connection. A DDoS sender would
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either not respond with ACK or would not have the correct ISN in its response. Hence, no
TCP sources have been wasted.

The current version of SSL (and TLS) has evolved through experiencing several attacks and
vulnerabilities found in earlier versions. SSL Stripping attacks remove the use of SSL/TLS al-
together by modifying unencrypted protocols which request the use of the TLS. The BEASTattack exploits the predictable initialisation vector of TLS 1.0 implementation due to use of
the Cipher Block Chaining (CBC). This allows an attacker to decrypt parts of a packet, e.g.,
HTTP cookies. A long list of known attacks andmitigationwere discussed in RFC 7457.Many
of these vulnerabilities are also attributed to either an improper implementation or poor un-
derstanding of the protocol suite rather than a lack of proper specifications. For example, the
TLS design problem of calculating MAC before encryption results in a timing side-channel at-
tack called the Lucky Thirteen attack, which allows attackers to decrypt arbitrary ciphertext.
Countermeasures for this attack include using AES-GCMenrcyption, or using the encrypt first
and then calculating the MAC approach [RFC7366].

17.4.4 Quick UDP Internet Connections (QUIC)
QUIC is a new transport protocol designed by Google for faster web-browsing using UDP
instead of HTTP over TCP. The protocol currently uses proprietary encryption and authen-
tication. Firewalls and IDS systems typically detect HTTP traffic, and perform deep packet
inspection, virus scanning and other security measures. Although QUIC uses the standard
HTTP ports, security devices do not track this application layer protocol at present. It is
treated as regular UDP traffic. Since the standardisation work is already in progress, it is
likely to use TLS1.3 for secure transport.

In this section, we looked at variousmechanisms for securing the end-to-end communication
channel via transport protocols. However, if the content being transferred becomes accessi-
ble to an attacker outside the communication channel, they could compare the volume of the
encryptedmaterial andmake inferences. As a consequence, it could potentially compromise
message confidentiality.

17.5 NETWORK LAYER SECURITY
Although application-layer and transport-layer security help to provide end-to-end security,
there is also merit in adding security mechanisms onto the network layer. First, higher-layer
securitymechanisms do not necessarily protect an organisation’s internal network links from
malicious traffic. If and when malicious traffic is detected at the end-hosts, it is too late, as
the bandwidth has already been consumed. The second major issue is that the higher-layer
security mechanisms described earlier (e.g., TLS) do not conceal IP headers. This makes the
IP addresses of the communicating end-hosts visible to eavesdroppers.

Additionally, many organisations prefer their traffic to be fully encrypted as it leaves their net-
work. In the early days of networking, several private networks were in use. However, main-
taining a private network may not be cost effective. An alternative solution is to make use of
the Internet to connect several islands of private networks owned by an organisation. Also,
employers and employees want a flexible work environment where people can work from
home, or connect from a hotel room or an airport lounge without compromising their secu-
rity. We have already determined that the Internet is unsafe. The concept of a Virtual Private
Network (VPN) over the public Internet requires a set of network layer security mechanisms
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that we will explore in this section. We start our discussion with security additions to the
network layer IP protocol called IPsec. Figure 17.4 shows that an employee working from
home accesses a server at work, the VPN client in their host encapsulates IPv4 datagrams
into IPsec and encrpyts IPv4 payload containing TCP or UDP segments, or other control mes-
sages. The corporate gateway detects the IPSec datagram, decrypts it and decapsulates it
back to the IPv4 datagram before forwarding it to the server. Every response from the server
is also encrypted by the gateway. We note that encryption is not mandatory in IPsec. Figure
17.4 is one of severalmodes of operation for IPsec. For example, there could be two corporate
networks, each with their own IPsec gateway communicating over the open Internet.
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Figure 17.4: Example IPsec Client Server Interaction

We started off with a simple example showing data confidentiality using encryption. How-
ever, IPsec also provides data integrity, origin authentication and replay attack prevention.
Again, the set of modes/configurations/standards provided by IPsec is extensive; interested
readers should access the relevant IETF RFCs for formats and protocol details.

IPsec supports Tunneling and Transport modes of operation. In Transport mode, as shown
in figure 17.5, the original IP header is used but the rest of the payload gets encrypted. In
our example of figure17.4, if transport mode is used, it would require a routable IPv4 address.
This can be achieved if the endpoint is behind a NAT. Details of NAT traversal can be found
in RFC7296.

In the rest of this section, we will discuss the widely used alternate Tunneling mode in de-
tail. If the edge devices (routers/gateways) of two networks are IPsec aware, the rest of the
servers/hosts need not worry about IPsec. The edge devices perform the encapsulation of
every IP including the header. This virtually creates a secure tunnel between the two edge de-
vices. The receiving edge device then decapsulates the IPv4 datagram and forwards within
its network using standard IP forwarding. Other possible configurations for a tunnel could in-
volve one IPsec aware host and an IPsec aware gateway (as in figure 17.4). A tunnel between
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two IPsec aware hosts is also possible without involving edge routers. The Tunneling mode
remains in widespread use due to its simplicity, as it does not require IPsec protocol support
in the end hosts. Also, key negotiation is simplified, as two edge devices can handle con-
nections on behalf of multiple hosts in their respective networks. An additional advantage
is that everything, including the IP source/destination address, gets encrypted, thus making
traffic analysis harder. The ESPv3 allows to use the Traffic Flow Confidentiality (TFC) mecha-
nisms which adds arbitrary length padding to obfuscate the traffic pattern and prevent avoid
statistical traffic analysis attacks. Kiral et al. [1392] reported experimental results exploring
padding and several other techniques such as packet framgmentation, introduction of artifi-
cial inter-packet delay, inserting of dummy packets to avoid traffic analysis.
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Figure 17.5: Transport and Tunnel Mode Encapsulation

IPsec supports a set of formats to implement security. The Encapsulation Security Payload
(ESP) format supports confidentiality using encrypted IP packets, data integrity using hash
functions, and source authentication. If an application does not require confidentiality, it may
simply use the Authentication Header (AH) format, which supports data integrity and source
authentication. The IETFRFC2410 defines theNULL Encryption algorithmwith ESP to achieve
the same outcome. In total, we get four different options for communication: Transportmode
with ESP, Transport mode with AH, Tunnel mode with ESP and Tunnel Mode with AH. Since
VPN tunnels are fully encrypted, the Tunnel mode with ESP remains the protocol of choice.

Two entities participating in IPsec communication establish Security Association (SA) for
each direction of the link. Essentially, a number of variables are recorded in a database called
the Security Association Database (SAD) for lookup during IPsec protocol processing, some-
what similar to the TCP connection state. Some of the state information includes the type
of encryption used (e.g., AES or 3DES), the encryption key, the type of integrity check used
(e.g., SHA-2 or MD5), the authentication key and so on. An Anti-Replay Window is also used
to determine whether an inbound AH or ESP packet is a replay.
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When a large number of end-points use IPsec, distributing the keys becomes challenging.
The RFC7296 defines the Internet Key Exchange protocol (IKEv2). Readers will observe a
similarity between TLS 17.4 and IKE, in that IKE also requires an initial handshake process to
negotiate cryptographic algorithms and other values such as nonces and exhange identities
and certificates. We will skip the details of a complex two-phase protocol exchange which
results in the establishment of a quantity called SKEYSEED. These SKEYSEEDs are used to
generate the keys used during a session, as we recall IPsec SAs. We note that the IKEv2 has
evolved from IKEv1, Internet Security Association and Key Management Protocol (ISAKMP),
and several other earlier efforts. The ISAKMP is a framework that defines the procedures for
authenticating the communicating peer, creation and management of Security Associations,
and the key generation techniques. It can also provide threat mitigation against DoS and
replay attack. Defined in RFC 2408, ISAKMP is also part of IKEv2 for key exchange.

17.5.1 IP Masquerading
Due to the shortage of IPv4 address space, Network Address Translation (NAT)was designed
so that private IP addresses could be mapped onto an externally routable IP address by the
NAT device [1387]. For an outgoing IP packet, The NAT device changes the private source
IP address to a public IP address of the outgoing link. As a consequence, it obfuscates the
internal IP address from the outside world. To a potential attacker, the packets appear to be
coming from the NAT device, not the real host/server behind the NAT device.

17.5.2 IPv6 Security
Our discussions about security so far have assumed the use of IPv4. The shortage of IPv4
addresses resulted in the development of new IPv6 protocol, as the NAT mechanism had
several flaws. As IPv6 adoption is gradually increasing, we should highlight the security ben-
efits and challenges associated with the deployment of IPv6. For example, the use of 128-bit
address space means attackers need a lot more time to scan the ports, as opposed to IPv4,
where the entire address space can be scanned in a few hours. Several security problems
associated with ARP, which can be discussed later in this chapter, disappear as IPv6 layer-3
addresses are derived directly from layer-2 addresses without any need for address resolu-
tion. However, this allows attackers to infer information about the host/servers which can be
handy when launching attacks. Using hash function for address generation is recommended
as a mitigation technique. Further, IPv6 allows for a Cryptographically Generated Address
(CGA) where an address is bound to a public signature key. This helps when authenticating
between routers for secure message exchange. Initially, IPsec was mandated to be used in
IPv6 networks, but due to implementation difficulties it remains a recommendation. Several
informational IETF RFCs and vendor-specific white papers provide a comprehensive treat-
ment of IPv6 security challenges.
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17.5.3 Routing Protocol Security
So far, we have primarily focussed on the security of data being sent using the TCP/IP pro-
tocol suite. However, a network can easily be disrupted if either the routers themselves are
compromised or they accept spurious routing exchange messages from malicious actors.
First, we will discuss the Interior Gateway Protocols (IGP) which are used for exchanging
routing information within an Autonomous System (AS), an ISP, for example. Two prominent
protocols: Routing INformation Protocol (RIPv2) and Open Shortest Path First (OSPFv2) are
in widespread use with ASs for IPv4 networks. The newer RIPng and OSPFv3 versions sup-
port IPv6. These protocols support no security by default but can be configured to support
either plain text-based authentication orMD5-based authentication. Plain text authentication
sends a secret key in clear text along with routing updates, thus making it easy to be sniffed
by a packet analyser. A more secure option uses the MD5. Routers exchange a message di-
gest and a key-id alongwith the routing updates. The Key-id indicates which key to use from a
list of passwords. This avoids the sniffer attack. Authentication can avoid several kinds of at-
tacks such as bogus route insertion or modifying and adding a rogue neighbour. Additionally,
routers may employ route filtering to avoid propagating the only legitimate route.

17.5.3.1 Border Gateway Protocol (BGP) Security

The Internet uses a hierarchical system where each AS managed by an ISP, exchanges rout-
ing information with other ASs using the Border Gateway Protocol (BGP). See RFC1163 and
RFC1267 for the details of the BGP protocol. After receiving an IP prefix [1387], the reachabil-
ity information, from its neighbour, the router checks the newly received information against
its stored knowledge to see if there is a better path to reach a destination network. This in-
formation is updated locally and propagated to its immediate neighbours. The distributed
system allows networks to reach each other globally.

In recent years, attacks on the BGP have been seen with the apparent intention of disrupting
YouTube services globally. The entire Internet experienced an outage in another country due
to either mis-configuration or the malicious advertising of bogus BGP updates. Either way,
this highlights the security weakness in the BGP protocol. This vulnerability arises because
of a lack of integrity and authentication for BGPmessages.Wewill describe somewell-known
attacks on the BGP protocol.

In what is known as a BGP route hijacking attack, a malicious router could advertise an IP
Prefix, saying that the best route to a service is through its network. Once the traffic starts
to flow through its network, it will then choose to drop all the packets to this service for a
variety of reasons, including censorship. It could also read all of the un-encrypted packets.
Additionally. the attacker could divert traffic through an unsuspecting AS, thus suddenly in-
creasing their load. In a BGP denial-of-service (DoS) attack, a malicious router would send an
avalanche of BGP traffic to a victim AS, while keeping its border router busy so that it could
not process any valid updates. The attacker could also propagate spurious BGP updates and
corrupt routing tables so as to prevent traffic from reaching its intended destination.

IETF is currently working on a standard called BGPSec to address these security concerns.
This work is based on a prior proposal called S-BGP [1393]. The core of the scheme lies in the
use of PKI to verify the signatures of the neighbours sending the updates. Two neighbouring
routers could use IPsec mechanisms for point-point security to exchange updates. We will
now look at a simple example where a BGP router receives a path ZZZ YYY XXX. The BGP
router verifies the signature of AS XXX using PKI mechanisms that we learnt about earlier. It
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then verifies the signature generated by YYY and subsequently by ZZZ. This allows us to verify
the origin and authenticity of thewhole chain of updates. However, this approach entails large
overheads. Signature verification comes at a cost, implementing BGPSec would require the
border routers to verify a larger number of signatures on booting. Additional crypto hardware
and memory would certainly help keep the performance on track.

Despite these BGPSec and other standardisation efforts, not many routers deploy these
mechanisms due to additional costs and a lack of short-term benefits unless there is a con-
sensus to mandate it globally [1394]. Mechanism costs are an additional but smaller barrier
to widespread deployment. The existing BGP security proposals suffer from a classic eco-
nomic problem. A new BGPSec deployment mostly benefits (non-deploying) operators other
than those deploying the mechanism; thus the deployer’s reward lies in the future, while the
losses from non-deploying networks are stacked upfront.

17.6 LINK LAYER SECURITY
In this section, we are confining our attention to the security of link layer technologies which
are relevant to end-user/PCdeployments. Other link layer technologies are addressed in other
knowledge areas. We will start our discussion with the prominent 802.1X Port-based Authen-
tication followed by link layer security issues in Ethernet Switched LAN and WLAN environ-
ments.

17.6.1 IEEE 802.1X Port-based Authentication
The IEEE 802.1X is a port-based authentication for securing bothwired andwireless networks.
Before a user can access a network at the link layer, it must authenticate the switch or ac-
cess point (AP) they are attempting to connect to, either physically or via a wireless channel.
As with most standards bodies, this group has its own jargon. Figure 17.6 shows a typical
802.1X setup. A user is called a supplicant and a switch or AP is called an authenticator.
The architecture requires an Authentication Server (AuthS) that can be implemented using
one of the existing protocols: Remote access dial-in user service (RADIUS), DIAMETER, Ker-
beros, Lightweight Directory Access Protocol (LDAP) or Active Directory (AD), among others.
The AS function can also be co-located with the authenticator. We will now consider RADIUS
as our example AS. Typically, the AS and authenticator are pre-configured with a shared se-
cret. Using the RADIUS protocol as an example, once a supplicant request is received, the
authenticator sends a RADIUS Access Request message to the RADIUS server, requesting
authorisation to be granted to access the resources.

Supplicant software is typically available on variousOSplatformsor it can also be provided by
chip-set vendors. A supplicant (client) wishing to access a network must use the Extensible
Authentication Protocol (EAP) to connect to the AS via an authenticator.

KA Network Security | October 2019 Page 567

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

Authen'ca'on	
Server	Supplicant		

RADIUS,LDAP,	
Ac've	Directory	

Server..	

Protected	
Infrastructure	

Authen'cator	

Supplicant		

Figure 17.6: 802.1X Port-Based Authentication Architecture

17.6.1.1 Extensible Authentication Protocol (EAP)

The EAP is an end-end client to authentication server protocol. From supplicant to authentica-
tor, it is sent over Layer2 protocols, i.e., Extensible Authentication Protocol over LAN (EAPoL).
There is no need for higher layer protocols. As the authenticator is connected to the AS using
a trusted link with a shared secret, a higher layer protocol such as RADIUS/DIAMETER over
UDP can be used on this side of the link.

When a new client (supplicant) is connected to an authenticator, the port on the authenticator
is set to the ‘unauthorised’ state, allowing only 802.1X traffic. Other higher layer traffic, such
as TCP/UDP is blocked. The authenticator sends out the EAP-Request identity to the suppli-
cant. The supplicant responds with the EAP-response packet, which is forwarded to the AS.
This typically includes the supplicant’s credentials (username and hash of password). Upon
verification, the AS returns one of the following responses: Access Accept, Access Reject,
Access Challenge for extra credentials. If the result is Access Accept, the authenticator un-
blocks the port to let higher layer traffic through. When the supplicant logs off, the EAP-logoff
to the authenticator sets the port to block all non-EAP traffic.

Sending a supplicant’s credentials in plaintext is problematic for several reasons. To safe-
guard against any eavesdropping, the EAP uses a Tunnel for authentication and authorisa-
tion. A whole range of EAP Tunneling protocols are available. EAP-Transport Layer Security
(EAP-TLS), EAP for GSM Subscriber Identity (EAP-SIM) and EAP Protected Authentication
Protocol (EAP-PEAP) are some of the examples for establishing a secure tunnel. EAP-PEAP,
also known as ‘EAP inside EAP’ is one of the most popular protocols. If we dig deeper, be-
fore the port is unblocked, a complex process is used to generate a dynamic encryption key
using a 4-way handshake. Essentially, all of these protocols establish a TLS tunnel but differ
in choice of hash algorithms, the type of credentials used, whether a client-side certificate is
used etc. Most protocols would use a server side certificate.
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Figure 17.7: Extensible Authentication Protocol (EAP)

Once the supplicant and ASmutually authenticate, they together generate aMaster Key (MK).
As we have already discussed, the authenticator has been playing the role of a relay up to this
point. During this process, the supplicant derives a Pairwise Master Key (PMK). The AS also
derives the same PMK and sends this to the authenticator. From this point on, the supplicant
and authenticator use the PMK to derive the Temporal Key (TK) used for themessage encryp-
tion and integrity. The key derivation process is similar to what we learnt in the TLS earlier.
We will revisit key generation and the relationship between the various keys in detail later in
the Robust Secure Networking (RSN) section.

17.6.2 Attack On Ethernet Switch
Although the research literature has primarily focused on higher layer security, the Stuxnet
[796] attack has demonstrated that an innocuous looking USB drive could easily wreak havoc
in a Local Area Network (LAN) environment without any need for an Internet connection.
Widely deployed Ethernet technology is built around self-learning and configuring protocols.
This allows for ease of management, but at the same time introduces several security vul-
nerabilities [1395]. We provide a brief review of some of the possible attacks here.

Media Access Control Attack: Switch Poisoning Attack
Ethernet switches keep forwarding table entries in a Content Addressable Memory (CAM).
As a switch learns about a new destination host, it updates the table and for all future com-
munications, this table entry is looked up to forward a frame. Unlike broadcast Ethernet or
WLAN, these frames are not accessible to hosts attached to other ports. However, if the
switch does not have a mapping to a new Media Access Control (MAC) address, i.e., which
port to forward a new frame to, it will flood the frame on all of its outgoing ports. An attacker
could craft several frames with random addresses to populate an entire CAM. This would
result in the switch flooding all the incoming data frames to all the outgoing ports, as there
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is no space available to enter a newmapping. This makes the frame available to the attacker
attached to one of these ports. As a consequence, a MAC flooding attack would also affect
all the VLANs filling their CAM. However, this kind of attack requires an attacker to control
a device that is directly connected to an Ethernet switch or possibly to some used but unat-
tended Ethernet wall sockets which are still connected to a port. Mitigating this kind of attack
would require authenticating and verifying the MAC addresses from some local database of
legitimate addresses before populating the forwarding table entry.

MAC Spoofing: attacks occur when an attacker eavesdrops on a link and detects the MAC
address of a target host. It then masquerades as a legitimate host by altering its host’s MAC
address to match the newly detected MAC address. The attacker floods the network with
the newly configured MAC address while directing the traffic to itself by altering the switch
forwarding table entry. The switch is now tricked into forwarding the frames destined for the
target host to the attacking host.

The MAC address is not not designed or intended to be used for security. The 802.1X, which
we discussed earlier, is a good starting point for preventing unauthorised users from access-
ing any service on a network. As a side issue, a user may choose to spoof his or her MAC
address in order to protect his or her privacy. Most popular operating systems support MAC
address randomisation to avoid devices being tracked based on a MAC address.

Address Resolution Protocol (ARP) Spoofing: attacks occur when an attacker sends a fake
ARP message over a LAN, binding the target’s IP address to its own MAC address. Once it
manages to compromise the ARP table, it will start receiving any data that were intended
for the target’s IP address. ARP spoofing can also be used for DoS attacks by populating
the ARP table with multiple IP addresses corresponding to a single MAC address of a target
server, for example. This would then redirect unnecessary traffic to the target, keeping it busy
processing these messages. ARP Spoofing is also helpful in session hijacking and MITM
attacks.

In fact, a mitigation scheme would set limits on the number of addresses that can be learnt
per-port on a switch. Some vendors use a verification process where they inspect the MAC
address and IP address information in ARP packets against the MAC-IP bindings contained
in a trusted binding table. This allows for any ARP packets that do not have an entry in the
binding table to be discarded. The binding tablemust be updated frequently to avoid blocking
legitimate updates.

VLAN hopping:VLAN hopping attacks allow an attacking host on a VLAN to gain access to
resources on other VLANs that would normally be restricted. There are two primary methods
of VLAN hopping: switch spoofing and double tagging.

In a switch spoofing attack, an attacking host impersonates a trunking switch responding
to the tagging and trunking protocols (e.g., IEEE 802.1Q or Dynamic Trunking Protocol) typi-
cally used in a VLAN environment. The attacker now succeeds in accessing traffic for multi-
ple VLANs. Vendors mitigate these attacks by proper switch configuration. For example, the
ports are assigned a trunking role explicitly and the others are configured as access ports
only. Also, any automatic trunk negotiation protocol can be disabled. In a double tagging at-
tack, an attacker succeeds in sending its frame tomore than oneVLANby inserting twoVLAN
tags to a frame it transmits. However, this attack does not allow them to receive a response.
Again, vendors provide recommended configuration methods to deal with these possible at-
tacks. A comprehensive survey of Ethernet attacks and defence can be found in [1395] and
vendor-specific courses.
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17.7 WIRELESS LAN SECURITY
Wireless LAN are more vulnerable to security risks due to the broadcast nature of media,
which simplifies eavesdropping. The Wired Equivalent Privacy (WEP) protocol, despite being
obsolete due to its design flaws, provides several important lessons about how not to design
a security protocol. The WEP protocol was designed to provide integrity, confidentiality and
authentication. It uses a symmetric key encryption method where the host shares a key with
an access point using out of band methods, mostly pre-installation by an administrator or a
home network user. The sender calculates a 32-bit Integrity Check Value (ICV) using a Cyclic
Redundancy Check (CRC) algorithm over the payload. A 104-bit shared key combined with a
24-bit Initialisation Vector (IV) is fed into a Pseudo Random Number Generator (PRNG) such
as a RC4 stream cipher. The plaintext payload and the CRC of the frame are then combined
with the key sequence generated by the RC4 using bit-wise exclusive-or operation to encrypt
the frame. A new IV is used for each frame.

For authentication, the Access Points (APs) advertise via beacon frames whether authenti-
cation is necessary or not. However, not all APss support this feature. If authentication is
required, before association a host connecting to an AP would receive a 128-bit nonce from
the AP. It would encrypt the nonce with the shared key and send it back to the AP. The AP
would decrypt this response with the shared key and verify whether it matched the nonce
it sent originally. The receiver would extract the IV received in plaintext, input IV and shared
secret key into PRNG, get a keystream, XOR the keystreamwith the encrypted data to decrypt
data + ICV and finally verify the integrity of the data with the ICV.

TheWEPprotocol has a number of design flaws. First, the use of a 24-bit IV introduces aweak-
ness into the scheme in that 224 or 16 million unique IVs can be exhausted in high-speed links
in less than 2 hours. Given that IVs are sent in plaintext, an eavesdropper can easily detect
this reuse and mount a known plaintext attack. Using the RC4 in WEP allows for the Fluhrer,
Martin and Shamir (FMS) attacks. In the FMS, an attacker can recover the key in an RC4 en-
crypted stream by capturing a large number of messages in that stream [1396]. The linear
CRC algorithm is good for detecting random link errors but is a poor choice for maliciously
modifying the message. Strong cryptographic techniques such as message authentication
codes and signatures, as discussed in higher layer protocols, are better suited for this task.

Given the poor security design of WEP, the Wi-Fi Alliance took on the job of securing wireless
networks. An interim standard called the Wi-Fi Protected Access (WPA) was quickly devel-
oped for backward hardware compatibility, while WPA2 was being worked out. WPA uses the
Temporal Key Integrity Protocol (TKIP) but maintains RC4 for compatibility. The Pre-Shared
Key (PSK), also known asWPA-Personal, is similar to the WEP-Key. However, the PSK is used
differently, a nonce, and PSK are hashed to generate a temporal key. Following this, a cryp-
tographic mixing function is used to combine this temporal key, the Temporal MAC (TMAC),
and the sequence counter resulting in one key for encryption (128 bits) and another key for
integrity (64 bits). As a consequence, every packet is encrypted with a unique encryption key
to avoid FMS-style attacks. Also, the WPA extends the WEP IV to 48 bits, which is used as a
packet sequence counter. It would take 100 years to replay the same IV. A packet received out
of order, would be dropped by the receiving station. Several new fields include a new Frame
Check Sequence (FCS) field, a CRC-32 checksum for error correction and a hash function
based on the new field Michael (MIC) for an integrity check. The WPA has had its own share
of attacks, as reported in the literature [1397].

The Wifi alliance WPA2 standards derived from the IEEE 802.11i standards were finalised in

KA Network Security | October 2019 Page 571

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

2004. WPA2 relies on more powerful hardware supporting a 128-bit AES Counter Mode with
the Cipher Block Chaining Message Authentication Code Protocol (CCMP). These methods
are discussed in the Cryptography Knowledge Area (Chapter 10). It also provides an improved
4-way handshake and temporary key generation method.

In 2018, a new WPA3 standard was accepted to make a gradual transition and eventually re-
place theWPA2. TheWPA3 overcomes the lack of perfect forward secrecy inWPA andWPA2.
The PSK is replaced with a new key distribution called the Simultaneous Authentication of
Equals (SAE) based on the IETF Dragonfly key exchange. The WPA3-Personal mode uses a
128-bit encryption, whereas the WPA3-Enterprise uses 192-bit encryption.

17.7.1 Robust Security Network (RSN)
An earlier section described the evolution of the WEP into the WPA and WPA2. However, the
IEEE 802.11i working group came up with the RSN framework to provide the strongest form
of security. It adopts the 802.1X-based mechanisms for access control, as discussed above.
Authentication and key-generation are done via the EAP. It continues to use the TKIP and
CCMP for various cryptographic functions such as encryption/decryption, integrity check, as
well as origin authentication and replay attack detection. Stallings [1389] provides a good
overview of the RSN protocols and standards.

The RSN Key derivation mechanisms are involved to a degree, as can be seen in figure 17.8.
Wewill provide a summary of this, asmany other protocols (including Cellular GSM) following
a similar scheme to the pairwise key scheme provide a mechanism for generating dynamic
session keys each time a user starts a new session.

As a starting point, the user device and AP would have a Pre-Shared Key (PSK) using out-
of-band methods. However, this is not a scalable solution and in an enterprise setup using
the IEEE 802.1X, a Master Session Key (MSK) is typically generated during the authentication
phase. With these two options available, a Pairwise Master Key (PMK) can be generated
in the following two ways: using the PSK as the PMK or deriving the PMK from the MSK
using the Pseudo-Random Function (PRF). The PSK also uses the host and AP addresses
when generating the PTK, thus providing additional defence against session hijacking and
impersonation. Further, a nonce is used in the mix to achieve good random keying material.
The PTK is now split three ways, thus generating separate keys for each function.

The RSN also caters for a group key generation where a host can communicate with a multi-
cast group, as shown in figure 17.9. This key is generated by the AP and distributed securely
to the hosts associated using the secure pairwise keys derived above. This group key can be
changed periodically based on a variety of network policies. The Group Temporal Key gener-
ation method is not defined in the standards.
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17.8 NETWORK DEFENCE TOOLS
Ideally, attacks should be detected as early as possible, or even predicted before they have
started so that they can be prevented altogether. We will discuss a number of approaches
that can be implemented on various layers of the protocol stack. We provide a brief overview
here. The effective deployment of these tools is covered in detail in the Security Operations
& Incident Management Knowledge Area (Chapter 8).

17.8.1 Packet Filters/Firewalls
The term filter is used for a set of rules configured by an administrator to inspect a packet
and perform a matching action, e.g., let the packet through, drop the packet, drop and gen-
erate a notification to the sender via ICMP messages. Packets may be filtered according to
their source and destination network addresses, protocol type (TCP, UDP, ICMP), TCP or UDP
source/destination port numbers, TCP Flag bits (SYN/ACK), rules for traffic from a host or
leaving the network via a particular interface and so on. This was typical of the early packet
filters, which worked on inspecting header fields. These filters did not retain any state in-
formation about the packets/flows/sessions they belonged to. As more computing power
and cheaper memory became available, the next generation of packet filters started to track
transport layer flow, a chain of packets belonging to a session, known as stateful filters.
The packet filters, aka, Firewall system can be co-located with routers or implemented as
specialised servers. In either case, they are gatekeepers, inspecting all incoming/outgoing
traffic. The filters are set based on a network’s security policy and the packets are treated ac-
cordingly. Although firewalls play a key role in securing a network, taking down a firewall can
potentially wreak havoc for organisations which are dependent on networking technology.
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17.8.2 Application Gateway (AG)
As we saw earlier, a firewall can check rules based on the filtering criterion using TCP/UDP
protocol headers, port numbers etc. However, many organisations use application level gate-
ways, aka application proxy, to perform access control, as they facilitate any additional re-
quirements of user authentication before a session is admitted. These AGs can inspect in-
formation from the full 5-layer (Internet) or 7-layer OSI stack, except for encrypted bits. In
a typical setting, the application gateway will use a firewall’s services after performing au-
thentication and policy enforcement. Both the AG and firewall are also co-located in many
deployments. A client wanting to access an external service would connect to the AG first.
The AG would prompt him or her for authentication before initiating a session to the external
server. The AG would now establish the connection with the destination acting as a relay on
behalf of the client, essentially creating two sessions: one between the client and the AG, and
one between the AG and the destination.

Another interesting application of an AG is SSL termination. An incoming webserver SSL
connection could be terminated at the AG, so that it could do the resource intensive en-
cryption/decryption and pass the un-encrypted traffic to the back-end servers. This allows
the workload on these busy servers to be reduced in addition to implementing security mea-
sures. In practice, the AGs are also configured to inspect encrypted outbound traffic where
the clients are configured with corresponding certificates installed at the AG.

Higher level security provided by an AG comes at the expense of additional hardware/soft-
ware resources. Further, an AG can slow down the connection, as authentication, policy
checks and state maintenance are performed to keep track of every session going through
the AG. Another complexity involved with an AG is the need to configure it for each applica-
tion, or possibly be implemented as multiple application specific servers.
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17.8.3 Circuit-level Gateway (CG)
A CG is a proxy that functions as a relay for TCP connections, thus allowing hosts from a
corporate Intranet to make TCP connections over the Internet. CGs are typically co-located
with a firewall. The most widely used CG today is SOCKS. For end user applications, it runs
transparently as long as the hosts are configured to use SOCKS in place of a standard socket
interface. A CG is simple to implement compared to an AG, as it does not need to understand
application layer protocols.

17.8.4 Intrusion Detection Systems (IDS)
IDS can provide valuable information about anomalous network behaviour. However, other
complementary techniques are also required if all traffic is encrypted. Similar to AGs, they in-
spect higher layer information and many more attributes of sessions beyond what a packet-
filter or firewall can do. An IDS would monitor network traffic with the help of agents/sen-
sors/monitors on the network and sets off alarms when it detects (or thinks it has) suspi-
cious activity. Essentially, the IDS would compare the traffic against what it considers nor-
mal traffic and, using a range of techniques, would generate an alert. False alarms are a huge
problem for network/security administrators despite decades of research. For example, false
positives may be generated by the IDS for legitimate hosts carrying out identical legitimate
behaviour that may appear malicious. We will now consider a situation where a legitimate
domain accessed frequently by hosts in a network becomes temporarily unreachable. The
failed DNS queries to the same domain in this instance would be generated for many hosts
andmay appear suspicious, but should not be consideredmalicious activity. Likewise, a false
negative would cause classifying malicious activity as benign.

The following are the two main IDS categories:

• Signature-based intrusion detection systems compare monitored traffic against a
database containing known threat signatures similar to virus scan software. The
database has to be continually updated, however, or it will not detect new types of at-
tacks. Signatures can be as simple as a source/destination IP address or contain many
other protocol headers including certain patterns in the payload. We provide a simple
example from an open source IDS Snort below.

1a l e r t tcp any any −> 192 .168 .5 .7/24 80
2( content : "GET" ; msg : "WWW GET has been detected " ;
3s id :1000007; rev : 1 ; )

In this simple example, the action is ‘alert’. The source is defined for any TCP flow with
any address. The destination is defined as 192.168.5.7/24 at port 80. The rule is defined
to check whether the packet contains a ‘GET’ string and then generate an alert. The ‘sid’
or Snort Identifier refers to the Snort rule used. Snort provides a long set of rules but
allows users to define their own.

IDS generates a heavy workload, as it has to compare huge numbers of signatures.
Speed of detection plays a key role in preventing these attacks. Several systems deploy
parallel and distributed detection systems that can cope with high traffic rates on large
networks and allow online detection; others exploit parallelism at the hardware level in
order to overcome processing delays so that packets and flows can be processed at
high speeds, thus providing faster results. A lot of research has also focused on faster
patterns or rule matching with the aim of reducing packet processing delays.

KA Network Security | October 2019 Page 575

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

• Anomaly-based intrusion detection systems use statistical features of normal traffic
to compare with the monitored traffic. The criterion for capturing normal traffic could
be bandwidth usage, protocols, ports, arrival rate and burstiness [886]. For example, a
large percentage of port scans would generate an alert. Attacks can be detected by
monitoring hosts or networks for behaviour typical of different attacks. A target link
flooding attack aims to overwhelm a particular link in the network, thus disconnect-
ing a selected network region or server from the network. Observing an increase in
traceroute packets in the network could indicate an upcoming target link flooding
DDoS attack.

Despite using machine learning techniques such as Linear Regression, Neural Net-
works, Deep Learning etc., which train a classifier from normal or malicious data and
use it to identify the same behaviour within future data, these systems’ false positives
remain high [1398].

Another way of classifying IDSes is the point of monitoring for malicious behaviour. A Host
Intrusion Detection System (HIDS) runs on individual hosts in the network. Most virus scan
software would have this feature where they also monitor inbound and outbound traffic in
addition to the usual virus scanning. This can be particularly helpful if the hosts have been
compromised and form part of a bot to attack other servers/networks. In contrast, a network
intrusion detection system is deployed at strategic locations within the network to monitor
inbound and outbound traffic to and from the devices in various segments of the network.

17.8.5 An Intrusion Prevention System (IPS)
An IPS distinguishes itself from an IDS in that it can be configured to block potential threats
by setting filtering criteria on routers/switches at various locations in the network.

IPS systems monitor traffic in real time dropping any suspected malicious packets, blocking
traffic from malicious source addresses or resetting suspect connections. In most cases,
an IPS would also have IDS capabilities. Several IDS/IPS tools generate an alert for a spam
preparation stage, which is indicated by a rise in DNS MX queries that spam bots generate
to discover a mail server before sending spam emails.

The IPS system is proactive and, in theory, it should work autonomously without intervention
from a security/network administrator. For example, on inspecting the headers, if an IPS sys-
tem suspects an email to be unsafe, it could prevent it from being forwarded to an end user.
However, the risk of blocking legitimate traffic is a huge problem due to false positives or
the mis-configuration of these systems. In practice, however, IPS systems are mostly set to
detect modes and start blocking traffic only when the confidence in the incidence being true
positive becomes high.

IDS/IPS vendors provide regular signature updates and security teamswill have to determine
which ones to deploy, depending on the network environment that it is deployed. IDS/IPS can
also be software, deployed on the application layer on strategic endpoints. These do not
have their own OS, relying instead on the host, but can be fine-tuned to support and protect
the specific device it is deployed to.

There are several other mechanisms for network defence. In highly secured environments
such as defence or critical infrastructure, a device known as a Data Diode can be configured
to allow a secure flow of data in one direction only. For example, a water dam could provide
information on water levels to people living in the neighbourhood, but may restrict sending
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any information back to the dam control network. A comprehensive coverage of this topic
can be found in the Security Operations & Incident Management Knowledge Area (Chapter 8).

17.8.6 Network Architecture Design
These network protection tools are most effective when deployed in combination, where dif-
ferent local networks have distinct and focussed purposes. Network design must balance
the concerns of cost and performance against the benefits of segmenting traffic as much as
possible. An early example was Network Perimeter Protection. The network perimeter pro-
tection idea comes from the ancient technique of using walls such as Hadrian’s Wall or the
Great Wall for protecting a city. In networking parlance, a zone called a Demilitarised Zone
(DMZ), aka a perimeter network, is created. All external untrusted users are restricted from
using the services available in this zone. Typically, an organisation’s public web server and
authoritative DNS would reside in the DMZ. The rest of the network is partitioned into several
security zones by a security architect. For example, a payment database would be deployed
to an isolated network. Each zone is managed by one or more of the IDS, IPS or AG systems
based on the significance of the information/infrastructure to be protected. Althoughwithout
any tight control of the endpoints on the network, this has proven to achieve less separation
than expected.

17.9 ADVANCED NETWORK SECURITY TOPICS

17.9.1 Software Defined Network, Virtualisation
Software Defined Networking (SDN) has become commonplace in data centres and other
contexts for managing and controlling the network operation. In conventional IP network,
routers perform both routing and forwarding functions. However, the SDN separates the
packet forwarding functionality of the forwarding devices, i.e. the data plane from the control
plane. The routing function and other intelligence is implemented in a centralised controller.
On receiving of a new packet, the SDN switch requests for a forwarding rule from the con-
troller. The switch then forwards all subsequent packets from the flow using this rule. The
SDN architecture provides many new features to improve security for threat detection and
attack prevention and provides innovative security services [1399, 1400].

For example, a DDoS attack can be inferred by the central controller more accurately, and a
threat mitigation application may dynamically reprogram switches at the network perimeter
to drop malicious traffic flows. A user on an infected machine can automatically be routed to
aweb-server issuing a quarantine notification. Another group of researchers has focussed on
securing the SDN platform itself. The SDN controllers use a Spanning Tree Algorithm (SPTA)
for topology updates. In a DoS attack, an adversary could advertise a fake link and force
the SPTA to block legitimate ports. Hong et al. [1401] provide a number of attack vectors on
practical SDN switch implementations.

SDN switches are prone to a timing side channel attack. Liu et al. [1402] present several at-
tack vectors. An attacker can send a packet and measure the time it takes the switch to
process this packet. As discussed above, for a new packet, the switch will need to fetch a
new rule from the controller, thus resulting in additional delay over the flows that already
have rules installed at the switch. As an example, the attacker can determine whether an ex-
change between an IDS and a database server has taken place, or whether a host has visited
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a particular website. A possible countermeasure would introduce delay for thefirst few pack-
ets of every flow even if a rule exists [1403]. SDN switches store rules in the cache memory
for fast lookups. The rules are typically purged from the memory after a specified timeout
period or removed due to certain other policy decisions. Liu et al. [1402] also describe poten-
tial attacks by observing the cache rule removal behaviour. They suggest countermeasures
such as a proactive rule setup or transforming the rule structure (e.g., merger) to make any
inference difficult. Zerkane et al. [1404] have methodically analysed and reported 114 SDN
vulnerabilities.

A recent trend in networking is the use of Network Functions Virtualisation (NFV). The goal
is to reduce capex and allow for the rapid introduction of new services to the market. Spe-
cialised network middleboxes such as firewalls, encoders/decoders, DMZs and deep packet
inspection units are typically closed black box devices running proprietary software [1405].
NFV researchers have proposed the deployment of these middleboxes entirely as virtualised
software modules and managed via standardised and open APIs. These modules are called
Virtual Network Functionss (VNFs). A large number of possible attacks concern the Virtual
Machine (Hypervisor) as well as configuring virtual functions. Lal et al. [1406] provide a table
of NFV security issues and best practice for addressing them. For example, an attacker can
compromise a VNF and spawn other new VNFs to change the configuration of a network by
blocking certain legitimate ports. Authors suggest hypervisor introspection and security zon-
ing as mitigation techniques. Yang et al. [1407] provide a comprehensive survey on security
issues in NFV.

17.9.2 Internet of Things (IoT) Security
As discussed earlier, the Mirai malware shows how IoT devices such as IP cameras can
be used to launch serious DDoS attacks. As it is an application driven field, vendors prefer
’first to market’ with the resulting security being low priority. The other reason is that IoT de-
vices are typically low-end and have limited capability for participating in advanced security
protocols, especially when they are resource-constrained through battery power etc. Trans-
port Layer Security (TLS) and Datagram TLS (DTLS) are cornerstones of IoT security. Promi-
nent IoT application layer protocols adopt either TLS or DTLS as their security protocol in
combination with Public Key Crytography (PKC) or a Pre-Shared Key (PSK) suite. These IoT
application frameworks fulfill standard security requirements similar to traditional Internet
applications. Since TLS requires a TCP connection, DTLS is widely used for limited band-
width and lower reliability, as it is connectionless and UDP-based. While DTLS is designed to
be used in constrained devices with limited communication capability, the End-to-End (E2E)
communicationmanner of the DTLS causes scalability issues in large-scale IoT applications,
especially under low-bandwidth standards such as IEEE 802.15.4. Given the emerging char-
acteristics of heterogeneity, energy and performance, scalability, mobility and management,
it is obvious that the current PKC with an E2E infrastructure will almost certainly not scale to
accommodate future IoT applications [1408]. E2E communication causes unscalable com-
munication overheads and delays in large-scale applications. Furthermore, constrained de-
vices are not equipped with adequate performance/memory to process resource-intensive
PKC suites, thus resulting in performance/security degradation.

KA Network Security | October 2019 Page 578

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

CROSS-REFERENCE OF TOPICS VS REFERENCE MATERIAL

Ku
ro

se
:2
01

7
[13

87
]

St
al
lin

gs
:2
01

6
[13

89
]

Ta
ha

15
[13

99
]

47
38

46
6
[8
86

]

17.1 Internet ArchitectureInternet Architecture X
17.2 Network Protocols and VulnerabilityNetwork Protocols and Vulnerability X X
17.3 Application-Layer SecurityApplication Layer Security X X
17.4 Transport-Layer SecurityTransport Layer Security X X
17.5 Network Layer SecurityNetwork Layer Security X X
17.6 Link Layer SecurityLink Layer Security X X
17.7 Wireless LAN SecurityWireless LAN Security X X
17.8 Network Defence ToolsNetwork Defence Tools X X
17.9 Advanced Network Security TopicsAdvanced Network Security Topics X

KA Network Security | October 2019 Page 579

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

KA Network Security | October 2019 Page 580

https://www.cybok.org


Chapter 18
Hardware Security
Ingrid Verbauwhede KU Leuven

581



The Cyber Security Body Of Knowledge
www.cybok.org

INTRODUCTION
Hardware security covers a broad range of topics from trusted computing to Trojan circuits.
To classify these topics we follow the different hardware abstraction layers as introduced by
the Y-chart of Gajski & Kuhn. The different layers of the hardware design process will be intro-
duced in section 18.1. It is linked with the important concept of a root of trust and associated
threat models in the context of hardware security. Next follows section 18.2 on measuring
and evaluating hardware security. The next sections gradually reduce the abstraction level.
Section 18.3 describes secure platforms, i.e. a complete systemor system-on-chip as trusted
computing base. Next section 18.4 covers hardware support for software security: what fea-
tures should a programmable processor include to support software security. This section is
closely related to the Software Security Knowledge Area (Chapter 14). Register transfer level
is the next abstraction level down, covered in section 18.5. Focus at this level is typically the
efficient and secure implementation of cryptographic algorithms so that they can bemapped
on ASIC or FPGA. This section is closely related to the Cryptography Knowledge Area (Chap-
ter 10). All implementations also need protection against physical attacks, most importantly
against side-channel and fault attacks. Physical attacks and countermeasures are described
in section 18.6. Section 18.7 describes entropy sources at the lowest abstraction level, close
to CMOS technology. It includes the design of random numbers generators and physically
unclonable functions. The last technical section describes aspects related to the hardware
design process itself. This chapter ends with the conclusion and an outlook on hardware
security.

18.1 HARDWARE DESIGN CYCLE AND ITS LINK TO
HARDWARE SECURITY
Hardware security is a very broad topic andmany topics fall under its umbrella. In this section,
these seemingly unrelated topics are grouped and ordered according to the design levels of
abstraction as introduced by the Y-chart of Gajski & Kuhn [1409].While Gajski & Kuhn propose
a general approach to hardware design, in this chapter it is applied to the security aspects of
hardware design and it is linked to threat models and the associated root of trust.

18.1.1 Short background on the hardware design process
Design abstraction layers are introduced in hardware design to reduce the complexity of the
design. As indicated in 18.1, the lowest abstraction level a designer considers are individ-
ual transistors at the center of the figure. These transistors are composed together to form
basic logic gates, such as NAND, NOR gates or flip-flops, called the logic level. Going one
abstraction layer up, at register transfer level gates are grouped together to form modules,
registers, ALU’s, etc, and their operation is synchronized by a clock. These modules are then
composed to form processors, specified by instruction sets, upon which applications and
algorithms can be implemented.

By going up in the abstraction layers, details of underlying layers are hidden. This reduces
design complexity at higher abstraction layers. The abstraction layers are represented by
concentric circles in figure 18.1. Upon these circles, the Y-chart of Gajski & Kuhn introduces 3
design activities, represented by three axes: a behavioral axis, describing the behavior orwhat
needs to be implemented (aka specifications), a structural axis describing how something is
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Figure 18.1: Gajski-Kuhn Y-chart

implemented and a physical axis, how the layouts are composed together at gate, module,
chip, board level. An actual design activity is a ‘walk’ through this design space. Typically
one starts with the specifications at the top of the behavioral domain. These specifications
(=what) are decomposed in components at the same level of abstraction (=how) moving
from the behavioral axis to the structural axis. A structural component at one abstraction
level becomes a behavioral component at one level down.

As an example of awalk through the design space: Assume a hardware designer is requested
to implement a light-weight, low power security protocol for an Internet of Things (IoT) de-
vice. This designer will only receive specifications on what needs to be designed: a security
protocol aims at providing confidentiality and integrity (= what) and a set of cryptographic
algorithms (= components) to support the protocol. The crypto-algorithms are provided as a
behavioral specification to the hardware designer, who has the choice of implementing it as
a dedicated co-processor, as an assembly program, or support it with a set of custom instruc-
tions. Depending on costs and volumes, a choice of a target CMOS technology or an FPGA
platform ismade. This behavioral level will be translated into amore detailed register-transfer
level description (e.g. VHDL or Verilog). At the Register Transfer Level (RTL), decisions need
to bemade if this will be a parallel or sequential version, a dedicated or programmable design,
with or without countermeasures against side-channel and fault attacks, etc.

Essential for the division in design abstraction layers, is the creation of models on how com-
ponents behave. E.g. to simulate the throughput or energy consumption of a arithmetic unit,
quality models of the underlying gates need to be available. Similarly, the Instruction Set Ar-
chitecture is a model of a processor available to the programmer.
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18.1.2 Root of trust
In the context of security, a root of trust is a model of an underlying component for the pur-
pose of security evaluation. According to Anderson [1030]: "A root of trust is a component
used to realize a security function, upon which a designer relies but of which the trustwor-
thiness can not be explicitly verified." The designer uses one or multiple components to con-
struct a security function, which then defines the trusted computing base. It is defined by
the trusted computing group as follows: “An entity can be trusted if it always behaves in theexpected manner for the intended purpose.” [1410].
E.g. for an application developer, a Trusted Platform Module (TPM) or a Subscriber Identity
Module (SIM) are a root of trust which the developer uses to construct a security application.
For the TPM designer, the TPM is composition of smaller components which are composed
together to provide security functionality. At the lowest hardware abstraction layers, basic
roots of trust are the secure storage of the key in memory or the quality of the True Random
Number Generator.

Hardware security is used as an enabler for software and system security. For this reason,
hardware provides basic security services such as secure storage, isolation or attestation.
The software or system considers the hardware as the trusted computing base. And thus
from a systems or application view point, hardware has to behave as a trusted component.
However, the hardware implementation can violate the trust assumption. E.g. Trojan circuits
or side-channel attacks could leak the key or other sensitive data to an attacker. Hence, hard-
ware itself also needs security. Moreover hardware needs security at all abstraction layers.
Therefore, at every abstraction layer, a threat model and associated trust assumptions need
to be made. An alternative definition for a root of trust in the context of design abstraction
layers is therefore: “A root of trust is a component at a lower abstraction layer, upon which
the system relies for its security. Its trustworthiness can either not be verified, or it is verified
at a lower hardware design abstraction layer. "

18.1.3 Threat model
A threat model is associated with each root of trust. When using a root of trust, it is assumed
that the threat model is not violated. This means that the threat model is also linked to the
hardware abstraction layers. If we consider a root of trust at a particular abstraction layer,
then all components that constitute this root of trust, are also considered trusted.

Example 1: security protocols assume that the secret key is securely stored and not acces-
sible to the attacker. The root of trust, upon which the protocol relies, is the availability of
secure memory to guard this key. For the protocol designer, this secure memory is a black
box. The hardware designer has to decompose this requirement for a secure memory into a
set of requirements at a lower abstraction layer. What type ofmemory will be used? Onwhich
busses will the key travel?Which other hardware components or software have access to the
storage? Can there be side-channel leaks?

Example 2: It is during this translation of higher abstraction layer requirements from protocol
or security application developers into lower abstraction layers for the hardware designers
that many security vulnerabilities occur. Implementations of cryptographic algorithms used
to be considered black boxes to the attacker: only inputs/outputs at the algorithm level are
available to mount mostly mathematical cryptanalysis attacks. However, with the appear-
ance of side-channel attacks (see section 18.6) this black box assumption no longer holds.
Taking side-channel leakage into account the attacker has the algorithm level information as
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well as the extra timing, power, electro-magnetic information as observable from the outside
of the chip. Thus the attackermodelmoves from black box to gray box. It is still assumed that
the attacker does not know the details of the internals, e.g. the contents of the key registers.

Example 3: for programmable processors, the model between hardware and software is tra-
ditionally considered the Instruction Set Architecture (ISA). The ISA is what is visible to the
software programmer and the implementation of the ISA is left to the hardware designer. The
ISA used to be considered the trust boundary for the software designer. Yet, with the discov-
ery of micro-architectural side-channel attacks, such as Spectre, Meltdown, Foreshadow, this
ISA model is no longer a black box, as also micro-architectural information and leakage are
available to the attacker [1411].

18.1.4 Root of trust, threat model and hardware design abstraction layers

The decomposition in abstraction layers, in combination with Electronic Design Automation
(EDA) tools, is one of the main reasons that the exponential growth of Moore’s law was sus-
tainable in the past decades and it still is. This approach works well when optimizing for
performance, area, energy or power consumption. Yet for hardware security, no such general
decomposition exists.

In this chapter, we propose to organise the different hardware security topics, their associ-
ated threat models and root of trust according to the hardware design abstraction layers, as
there is no known other general body of knowledge available to organize the topics. This or-
ganization has the advantage that it can be used to identify the state of the art on different
subtopics of hardware security. As an example, in the specific context of hardware imple-
mentations of cryptographic algorithms, the state of the art is well advanced and robust
countermeasures exist to protect cryptographic implementations against a wide range of
side-channel attacks, as shown in detail in section 18.5. Yet in the context of general proces-
sor security, e.g. to isolate process related data or to provide secure execution, new security
hazards continue to be discovered on a regular basis.

In an attempt to order the topics, table 18.1 summarizes this organization. The different ab-
straction layers are identified (first column) from a hardware perspective. The highest level
(system and software) sits on top of the hardware platform. E.g. a system designer assumes
that a secure platform is available. Thus the secure platform is the root of trust, providing se-
curity functionality. The second column describes the functionality provided by the root of
trust. The third column describes how this functionality might be implemented. E.g. at the
highest abstraction layer this might be by providing a Trusted Execution Module or a secure
element, etc. The fourth column describes the threat models and attack categories at that
abstraction layer. E.g. at system level, the system designer assumes that they will receive a
module that provides isolation, integrity, attestation, etc. The last column describes typical
design activities at this particular design abstraction layer.

This exercise is repeated for each abstraction layer and described in detail in each of the
following sections.

At the processor level, one can distinguish general purpose programmable processors and
domain specific processors. General purpose processors should support a wide range of ap-
plications, which unfortunately typically include software vulnerabilities. Hardware features
are added to address these software vulnerabilities, such as a shadow stack or measures
to support hardware control flow integrity. Domain specific processors typically focus on
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Abstraction level Root of trust -
functionality

Structural (how) -
examples

Example Threats Typical HW design
activities

System and
application

Secure platforms e.g. Trusted
Execution
(Trustzone, SGX,
TEE), HSM, Secure
Element

to support
isolation, integrity,
attestation, . . .

security
application
development

Processor general purpose e.g. shadow stack SW vulnerabilities ISA, HW/SW
co-design

Processor domain specific Crypto specific
RTL

Timing attacks Constant number
of clock cycles

Register Transfer Crypto specific Building blocks, Side Channel
Attack,

Logic synthesis

Logic Resistance to SCA,
Power, EM, fault

Masking, Circuit
styles

Side Channel
attack, fault

FPGA tools,
standard cell
design

Circuit and
technology

Source of entropy TRNG, PUF, Secure
SRAM

Temperature,
glitches

SPICE simulations

Physical Tamper
Resistance

Shields, sensors Probing, heating Layout activities

Table 18.1: Design abstraction layers linked to threatmodels, root of trust and design activities

a limited functionality. They are typically developed as co-processors in larger systems-on-
chip. Typical examples are co-processors to support public key or secret key cryptographic
algorithms. Time at the processor level is typically measured in instruction cycles.

Both general purpose and domain specific processors are composed together from compu-
tational units, multipliers and ALU’s, memory and interconnect. These modules are typically
described at the register transfer level: constant-time and resistance against side-channel
attacks become the focus. Time at this level is typically measured in clock cycles.

Multipliers, ALU’s, memories, interconnect and bus infrastructure are created from gates and
flip-flops at the logic level. At this design abstraction level, focus is on leakage through phys-
ical side-channels, power, electro-magnetic, and fault attacks. Time is typically measured in
absolute time (nsec) based on the available standard cell libraries or FPGA platforms.

The design of entropy sources requires knowledge and insights into the behavior of transis-
tors and the underlying ComplementaryMetal-Oxide-Semiconductor (CMOS) technology.The
design of these hardware security primitives is therefore positioned at the circuit and tran-
sistor level. Similarly the design of sensors and shields against physical tampering require
insight into the technology. At the circuit and technology level it is measured in absolute time,
e.g. nsec delay or GHz clock frequency.

The table 18.1 does not aim to be complete. The idea is to illustrate each abstraction layer
with an example. In the next sections, the hardware security goals and their associated threat
models will be discussed in detail in relation to and relevance for each abstraction layer.
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18.2 MEASURING HARDWARE SECURITY
Depending on the commercial application domain, several industrial and government orga-
nizations have issued standards or evaluation procedures. The most well known ones are
the FIPS 140-2 (and the older FIPS 140-1), the Common Criteria (CC) evaluation and in the
financial world the EMVCO. FIPS 140-2 mostly focuses on the implementation security of
cryptographic algorithms. Common Criteria are applicable to IT security in general.

18.2.1 FIPS140-2
FIPS140-2 is a USNIST standard used for the evaluation of cryptographicmodules. FIPS140-2
defines security levels from 1 to 4 (1 being the lowest). The following gives a description of the
four levels from a physical hardware security point of view. Next to the physical requirements,
there are also roles, services and authentication requirements (formore details see [1412] and
other KAs).

Security level 1 only requires than an approved cryptographic algorithm be used, e.g. AES or
SHA-3, but does not impose physical security requirements. Hence a software implementa-
tion could meet level 1. Level 2 requires a first level of tamper evidence. Level 3 also requires
the tamper evidence, but on top requires tamper resistance.

NIST defines tampering as an intentional but unauthorized act resulting in the modification
of a system, components of systems, its intended behavior, or data, [1413].

Tamper evidence means that there is a proof or testimony that tampering with a hardware
module has happened. E.g. a broken seal indicates that a device was opened. A light sensor
might observe that the lid of a chip package was lifted.

Tamper resistancemeans that on top of tamper evidence, protection mechanisms are added
to the device. E.g. by extra coating or dense metal layers, it is difficult to probe the key regis-
ters.

Level 4 increases the requirements such that the cryptographic module can operate in phys-
ically unprotected environments. In this context, the physical side-channel attacks pose an
important threat. If any of these physical components depend on sensitive data being pro-
cessed, information is leaked. Since the device is under normal operation, a classic tamper
evidence mechanism will not realize that the device is under attack. See later in section 18.6.

18.2.2 Common criteria and EMVCo
“CommonCriteria for information technology security evaluation" is an international standard
for IT product security (ISO/IEC 15408), in short known as Common Criteria (CC). CC is a
very generic procedure applicable to the security evaluation of IT products. Several parties
are involved in this procedure. The customer will define a set of security specifications for
its product. The manufacturer will design a product according to these specifications. An
independent evaluation lab will verify if the product fulfills the claims made in the security
requirements. Certification bodies will issue a certification that the procedure was correctly
followed and that the evaluation lab indeed confirmed the claims made. The set of security
specifications are collected in a so-called protection profile.

Depending on the amount of effort put into the security evaluation, the CC defines different
Evaluation Assurance Levels (EALs). It ranges from basic functionally testing, corresponding
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to EAL1, to formally verified design and tested, corresponding to the highest level EAL7. CC
further subdivides the process of evaluation into several classes, where most of the classes
verify the conformity of the device under test. The 5th class (AVA) deals with the actual vul-
nerability assessment. It is themost important class from a hardware security viewpoint as it
searches for vulnerabilities and associated tests. It will assign a rating on the difficulty to ex-
ecute the test, called the identification, and the possible benefit an attacker can gain from the
penetration, called the exploitation. The difficulty is a function of the time required to perform
the attack, the expertise of the attacker from layman to multiple experts, how much knowl-
edge of the device is required from simple public information to detailed hardware source
code, the number of samples required, and the cost and availability of equipment to perform
the attack, etc. A high difficulty level will result in a high score and a high level of the AVA
class. The highest score one can obtain is an AVA level of 5, which is required to obtain a top
EAL score.

Its usage is well established in the field of smartcards and secure elements as they are used
in telecom, financial, government ID’s applications. It is also used in the field of Hardware
Security Modules, Trusted Platform Modules and some more [1414]. For certain classes of
applications minimum sets of requirements are defined into protection profiles. There exists
protection profiles for Trusted Platform Module (TPM), Javacards, Biometric passports, SIM
cards, secure elements, etc.

Since certification comes from one body, there exist agreements between countries so that
the certifications in one country are recognized in other countries. As an exception EMVCo
is a private organization to set the specifications for worldwide interoperability of payment
transactions. It has its own certification procedure similar to CC.

Please note that the main purpose of a common criteria evaluation is to verify that an IT
product delivers the claims promised in the profile. It does not mean that there are no vul-
nerabilities left. A good introduction to the topic can be found in [1415] and a list of certified
products on [1414].

18.2.3 SESIP: Security Evaluation Standard for IoT Platforms
In the context of IoT security evaluation, a recent initiative is the SESIP Security Evaluation
scheme [1416], currently at version 1.2. IoT devices are typically small, light-weight ’things’,
with limited accessibility via internet. Several levels of threat model for IoT are possible: from
only remote internet access, over various remote software attack options, to also physical
attack resistance. A comprehensive set of security functional requirements are defined: iden-
tification and attestation, product lifecycle, secure communication, software and physical at-
tack resistance, cryptographic functionality including random number generation, and some
compliance functionality to e.g. provide secure encrypted storage or provide reliable time.
Similar to Common Criteria, SESIP provides several levels of assurance. Level 1 is the lowest
level and consists of a self-assessment. The highest level of SESIP consists of a full CC eval-
uation similar to smart cards or secure elements. The levels in between cover from a black
box penetration testing over white box penetration testing with or without time limitations.
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18.3 SECURE PLATFORMS
This section describes the goals and the state-of-the-art in secure platforms. At this high level
of abstraction the system designer receives a complete chip or board as trusted computing
base. The system designers assume that the trusted root delivers a set of cryptographic
functions, protected by the hardware and software inside the physical enclosure. Common
to these platforms is that they are stand-alone pieces of siliconwith a strict access policy. De-
pending on the provided functionality, the hardware tamper resistance and protection levels,
and the communication interface, these secure platforms are used in different application
fields (automotive, financial, telecom). Three important platforms are the Hardware Security
Module (HSM), the Subscriber IdentificationModule or SIM and the Trusted PlatformModule
(TPM). These are briefly described next.

18.3.1 HSM Hardware Security Module
A HSM module will typically provide cryptographic operations, e.g. a set of public key and
secret key algorithms, together with secure key management including secure generation,
storage and deletion of keys. Essential to HSM’s is that these operations occur in a hardened
and tamper resistant environment. A TRNG and a notion of a real-time clock are usually also
included. HSM’s are mostly used in server back-end systems to manage keys or payment
systems, e.g. in banking systems.

A HSM is used as a co-processor, attached to a host system. Its architecture typically in-
cludes amicro-processor/micro-controller, a set of crypto co-processors, secure volatile and
non-volatile memory, TRNG, real-time clock, and I/O. The operations occur typically inside a
tamper resistant casing. In previous generations, inside the casing multiple components re-
side on one board.

Recently, in some application domains, such as automotive, HSM functionality is no longer
provided as a stand-alone module but is now integrated as a secure co-processor in a larger
System on a Chip (SoC). Indeed Moore’s law enables higher integration into one SoC. What
exactly is covered under HSM functionality depends on the application domain. Therefore,
compliance with security levels is also evaluated by specialized independent evaluation labs
according to specific protection profiles.

18.3.2 Secure Element and Smartcard
Similar to an HSM, a Secure Element and a smart card provide a set of cryptographic al-
gorithms, public key, secret key, HMAC, etc. together with secure key storage, generation
and deletion. The main difference with an HSM are cost, size, and form factor. They are typ-
ically implemented as one single integrated circuit and have a much smaller form factor
from around 50 cm2 to less than 1 cm2. The main difference between a smart card and a
secure element sits in the form factor and the different markets they address. Secure ele-
ments are a more generic term, while smart cards have the very specific form factor of a
banking card. They are produced in large volumes and need to be very cheap as they are
used for SIM cards in cell phones and smart phones. They are also used in banking cards,
pay-TV systems access cards, national identity cards and passports, and recently in IOT de-
vices, vehicular systems and so on. Tamper resistance and physical protection are essential
to secure elements. They are a clear instance of what in a computer architecture domain are
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called ’domain specific processors’. Specific protection profiles exist depending the applica-
tion domain: financial, automotive, pay-TV, etc.

A typical embedded secure element is one integrated circuit with no external components.
It consists of a small micro-controller with cryptographic co-processors, secure volatile and
non-volatile storage, TRNG, etc. I/O is usually limited, through a specific set of pins, or through
a NFC wireless connection. Building a secure element is a challenge for a hardware de-
signer, as one needs to combine security with non-security requirements of embedded cir-
cuits: small form factor (no external memory), low power and/or low energy consumption in
combination with tamper resistance and resistance against physical attacks, such as side-
channel and fault attacks (see section 18.6).

18.3.3 Trusted Platform Module (TPM)
The TPMmodule has been defined by the Trusted Computing Group (TCG), an industry asso-
ciation, to provide specific security functions to the Personal Computer (PC) platform. More
specifically, the TPM is a root of trust embedded on the PC platform, so that PC+TPM plat-
form can identify itself and its current configuration and running software [1410]. The TPM
provides three specific roots of trust: the Root of Trust for Measurement (RTM), the Root of
Trust for Storage (RTS), the Root of Trust for Reporting (RTR). Besides these three basic func-
tions, other functionality of TPMs is being used: access to specific cryptographic functions,
secure key storage, support for secure login, etc.

The TPM is implemented as a separate security module, much like a secure element but with
a specific bus interface to a PC platform, e.g. through the LPC or I2C bus interface. Its archi-
tecture at minimum consists of an embedded micro-controller, several crypto coprocessors,
secure volatile and non-volatile storage for root keys and a high quality true random number
generator. It includes hardware engines for hash functions (SHA1 and SHA256), public key
(RSA and ECC), secret key (AES) and HMAC calculations. Since a TPM is a separate module,
physical protection and tamper resistance is essential for security. Next to its main scope of
integrity protection, TPM also has applications in disk encryption, digital rights management,
etc.

The most recent TPM2.0 version broadens the application scope from PC oriented to also
supporting networking, embedded, automotive, IoT, and so on. It also provides a more flex-
ible approach in the functionality included. Four types of TPM are identified: the dedicated
integrated circuit ‘discrete element’ TPM provides the highest security level. One step lower
in protection level is the ‘integrated TPM’ as an IP module in a larger SoC. The lowest levels
of protection are provided by the firmware and software TPM.

The adoption of TPMs has evolved differently from what was originally the focus of the TCG.
Originally, the main focus was the support of a secure boot and the associated software
stack, so that a completemeasurement of the software installed could bemade. The problem
is that the complexity of this complete software base grows too quickly, making it too difficult
to measure completely all variations in valid configurations. Thus TPMs are less used to
protect a complete software stack up to the higher layers of software. Still most new PCs
now have TPMs but they are used to protect the encryption keys, avoid firmware roll-back,
and assist the boot process in general.

Starting from the original TPM, the Trusted Computing Group has broadened its scope and
now has working groups on many different application, such as cloud, embedded systems,
IoT, mobile, network equipment, and so on, [1417].
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18.4 HARDWARE SUPPORT FOR SOFTWARE SECURITY AT
ARCHITECTURE LEVEL
At the secure platform level, the complete module, i.e. hardware and its enclosed embedded
software, are part of the trusted computing base. One level down on the abstraction layers,
we make the assumption that all hardware is trusted, while software is no longer trusted. In-
deed, software vulnerabilities are a major source of security weaknesses (see the Software
Security Knowledge Area (Chapter 14)). To prevent the exploitation or to mitigate the effects
of software vulnerabilities, a large variety of hardware modifications/additions to the proces-
sor architecture have been proposed in literature and have been included in commercial pro-
cessors. We call this abstraction layer the hardware/software boundary: hardware forms the
trust boundary, while software is no longer trusted. These security additions to the hardware
typically have a cost in extra area and loss in performance.

The most important security objectives at this design abstraction level are to support protec-
tion, isolation and attestation for the software running on a processor platform [1418], [1419],
[1420].

• Protection: "A set of mechanisms for ensuring that multiple processes sharing the pro-
cessor, memory, or I/O devices cannot interfere, intentionally or unintentionally, with
one another by reading or writing each others’ data. These mechanisms also isolate
the operating system from the user process" [1418]. In a traditional computer architec-
ture, usually the OS kernel is part of the Trusted Computing Base (TCB), but the rest of
the software is not.

• With isolation, a hardware mechanism is added that controls access to pieces of soft-
ware and associated data. Isolation separates two parties: a software module might
need protection from the surrounding software is one case. So, a Protected Model Ar-
chitecture (PMA) provides a hardware guarantee that a piece of software runs unhin-
dered from unwanted outside influences. The opposite case, if we want to limit the
effects of possibly tainted software to its environment, it will be sandboxed or be put
into a ‘compartment.’ Protected Module Architectures are a hardware only solution: the
OS is not part of the TCB. More details are described in section 18.4.4

• With attestation, there is hardware support to demonstrate to a third party that the sys-
tem, e.g. the code installed and/or running on a processor, is in a particular state. At-
testation can be local or remote. Local attestation means that one software module
can attest its state to another one on the same compute platform. Remote attestation
means that a third party, outside the compute platform can get some guarantee about
the state of a processor.

In the context of general purpose computing, Virtual Machines (VMs) and Hypervisors have
been introduced to support multiple operating systems on one physical processor. This shar-
ing of resources improves efficiency and reuse. It can however only be realized by a secure
and efficient sharing of physical memory: virtual machines should only be allowed to use the
portions of physical memory assigned to it. The organization and details of virtual memory
are out of scope of hardware security and part of the Operating Systems & Virtualisation
Knowledge Area (Chapter 11). The hardware supports protection by providing privileged in-
structions, control and status registers and sometimes support for multiple parallel threads.

In the context of embeddedmicro-controllers, with no operating system, and only one applica-
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tion, the hardware support could be limited to onlymachine level support. Memory protection
could be added as an optional hardware module to the processor.

Other more advanced security objectives to support software security might include:

• Sealed storage is the process of wrapping code and/or data with certain configuration,
process or status values. Only under the correct configuration (e.g. program counter
value, nonce, secret key, etc.) can the data be unsealed. Dynamic root of trust in combi-
nation with a late launch guarantees that even if the processor starts from an unknown
state, it can enter a fixed known piece of code and known state. This typically requires
special instructions to enter and exit the protected partition.

• Memory protection refers to the protection of data when it travels between the proces-
sor unit and the on-chip or off-chip memory. It protects against bus snooping or side-
channel attacks or more active fault injection attacks.

• Control flow integrity is a security mechanism to prevent malware attacks from redirect-
ing the flow of execution of a program. In hardware, the control flow of the program is
compared on-the-fly at runtime with the expected control flow of the program.

• Information flow analysis is a security mechanism to follow the flow of sensitive data
while it travels through the different processor components, frommemory to cache over
multiple busses into register files and processing units and back. This is important in
the context of micro-architectural and physical side-channel attacks.

In the next subsections a representative set of hardware approaches to address the above
software security challenges are presented. Some hardware techniques address multiple se-
curity objectives. Some are large complex approaches, others are simple dedicated hardware
features.

As a side note: a large body of knowledge on software-only approaches is available in liter-
ature. Mostly, they offer a weaker level of security as they are not rooted in a hardware root
of trust. E.g. for control flow integrity, software-only approaches might instruct the software
code to check branches or jumps, while hardware support might calculate MACs on the fly
and compare these to stored associated MACs.

18.4.1 Trusted Execution Environment (TEE)
TEE was originally an initiative of Global Platform, a consortium of companies, to standard-
ize a part of the processor as a trusted secure part. TEE has since evolved and covers in
general the hardware modifications made to processors to provide isolation and attestation
to software applications. There is a large body of knowledge both from the industrial side as
well as from the academic side.

TEE is a concept that provides a secure area of the main processor “to provide end-to-end
security by protecting the execution of authenticated code, confidentiality, authenticity, pri-
vacy, system integrity and data access rights” [1421]. It is important that the TEE is isolated
from the so-called Rich Execution Environment (REE), which includes the untrusted OS. The
reasoning behind this split is that it is impossible to guarantee secure execution and to avoid
malware in the normal world due to the complexity of the OS and all other applications run-
ning there. The rich resources are accessible from the TEE, while the opposite is not possible.
Global Platform does not specify the specifics on how these security properties should be
implemented. Three main hardware options are suggested. Option 1 assumes that every pro-
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cessor component on the IC can be split into a trusted and a rich part, i.e. the processor core,
the crypto accelerators, the volatile and non-volatile memory are all split. Option 2 assumes
that there is a separate secure co-processor area on the SoC with a well-defined hardware
interface to the rest of the SoC. Option 3 assumes a dedicated off-chip secure co-processor,
much like a secure element.

Global Platform defines also a Common Criteria based protection profile (see section 18.2.2)
for the TEE. It assumes that the package of the integrated circuit is a black box [1421] and thus
secure storage is assumed by the fact that the secure asset remains inside the SoC. It follows
the procedures of common criteria assurance package EAL2 with some extra features. It
pays extra attention to the evaluation of the random number generator and the concept of
monotonic increasing time.

18.4.2 IBM 4758 Secure coprocessor
An early example, even before the appearance of the TEE of Global Platform is the IBM 4758
secure processor. Physical hardware security was essential for this processor: it contained a
board with a general purpose processor, DRAM, separate battery backed-DRAM, Flash ROM,
crypto accelerator (for DES), a random number generator andmore. All of these components
were enclosed in a box with tamper resistant and tamper evidencemeasures. It was certified
to FIPS 140-1, level 4 at that time [1422].

18.4.3 ARM Trustzone
ARM Trustzone is one well known instantiation of a TEE. It is part of a system of ARM pro-
cessors integrated into System on a Chips (SoCs) mostly used for smartphones. The TEE
is the secure part of the processor and it runs a smaller trusted OS. It is isolated from the
non-secure world, called the Rich Execution Environment, which runs the untrusted rich OS.
Themain hardware feature to support this split is the Non-Secure (NS) bit. The AXI bus trans-
actions are enhanced with a NS bit so that it can block the access of secure world resources
by non-secure resources. Each AXI transaction comes with this bit set or reset. When the
processor runs in the secure mode, then the transaction comes with the NS bit set to zero,
which gives it access to both secure and non-secure resources. When the processor runs in
normal mode, it can only access resources from the normal world. This concept is extended
to the level 1 and level 2 cache. These caches store an extra information bit to indicate if the
code can be accessed by a secure or non-secure master. Special procedures are foreseen to
jump from secure to non-secure and vice-versa. This is supported by a special monitor mode
which exists in the secure world.

The split applied by ARM Trustzone is however a binary split. Applications from different ven-
dors could co-exist together in the secure world and so if one trusted component violates the
system’s security, the security can no longer be guaranteed. To address this issue, protected
module architectures are introduced.

Trusted Execution Environments are also being created in open-source context, more specif-
ically in the context of the RISC-V architecture.
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18.4.4 Protected Module Architectures and HWSW co-design solutions
If multiple software applications want to run on the same platform isolated from each other,
then hardware needs to isolate them from each other at a more fine granularity. This can
be done by so-called protected module architectures. The basic idea is that small software
modules can run protected from all other software running on the processor. And because
they are small, their properties and behavior can be verified more thoroughly. The protection
is provided by extra features added to the hardware in combination with an extremely small
trusted software base if needed. In the Flicker project, the software TCB relies on only 250
lines of codes but requires a dedicated TPM chip [1423]. Table 12 of the reviewwork of [1422],
provides an in-depth comparison of several general purpose secure processor projects with
their hardware and software TCB. The hardware TCB distinguishes between the complete
mother board as TCB, e.g. for TPM usage, to CPU package only for SGX and other projects.
The software TCB varies from a complete secure world as is the case for TrustZone to privi-
leged containers in the case of SGX or a trusted hypervisor, OS or security monitor.

Even more advanced are solutions with a zero trusted software base: only the hardware is
trusted. This is the case for the Sancus project [1424]. It implements a programcounter based
memory access control system. Extra hardware is provided to compare the current program
counter with stored boundaries of the protected module. Access to data is only possible if
the program counter is in the correct range of the code section. Progress of the program in
the code section is also controlled by the hardware so that correct entry, progress and exit
of the module can be guaranteed.

Intel’s Software Guard Extension (SGX) are also a protection mechanism at small granularity.
Software modules of an application are placed in memory enclaves. Enclaves are defined in
the address space of a process, but access to enclaves is restricted. Enclaves are created, ini-
tialized, and cleared by possibly untrusted system software, but operating in the enclave can
only be done by the application software. Minimizing the extra hardware to support SGX, and
especially avoiding performance degradation is an important goal. The details of the hard-
ware micro-architecture have not been disclosed: yet its most important parts are a memory
encryption unit, a series of hardware enforced memory access checks and secure memory
range registers [1422].

18.4.5 Light-weight and individual solutions
The above listed solutions aremostly suited for general purpose computing, i.e. for platforms
on which a complex software stack will run. In literature, more solutions are proposed to
provide extremely light weight solutions to support specific security requests. SMART is one
early example: it includes a small immutable piece of bootROM, considered the root of trust,
to support remote attestation [1425].

To protect against specific software attacks, more individual hardware countermeasures
have been introduced. One example is a hardware shadow stack: to avoid buffer overflow
attacks and to protect control flow integrity, return addresses are put on both the stack and
the shadow stack. When a function loads a return address, the hardware will compare the
return address of the stack to that of the shadow stack. They should agree for a correct
return.

Another example is the protection of jump and return addresses to avoid buffer overflow at-
tacks and other abuses of pointers. A simple but restrictive option is to use read-onlymemory,
which fixes the pointer. A novel recent technique is the use of pointer authentication. The au-
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thentication code relies on cryptographic primitives. A challenge for these algorithms is that
they should create the authentication tag with very low latency to fit into the critical path of a
microprocessor. The ARMV8-A architectures uses therefore a dedicated low-latency crypto
algorithm Qarma [1426]. In this approach the unused bits in a 64-bit pointer are used to store
a tag. This tag is calculated based on a key and on the program state, i.e. current address
and function. These tags are calculated and verified on the fly.

Address Space Layout Randomization or Stack canaries area general software technique: its
aim is to make it hard to predict the destination address of the jump. A detailed description
can be found in the Software Security Knowledge Area (Chapter 14).

18.5 HARDWARE DESIGN FOR CRYPTOGRAPHIC
ALGORITHMS AT RTL LEVEL
The hardware features discussed so far are added to general purpose compute platforms,
i.e. to a programmable micro-processor or micro-controller. General purpose means that a
platform is created of which the hardware designer does not know the future applications
that will run on it. Flexibility, reflected in the instruction set, is then of importance. A second
class of processors are domain-specific processors: they have limited or no programmability
and designed for one or a small class of applications.

18.5.1 Design process from RTL to ASIC or FPGA
When a dedicated processor is built for one or a class of cryptographic algorithms, this gives
a lot of freedom to the hardware designer. Typically, the hardware designer will, starting from
the cryptographic algorithm description, come up with hardware architectures at the Regis-
ter Transfer Level (RTL) taking into account a set of constraints. Area is measured by gate
count at RTL level. Throughput is measured by bits/sec. Power consumption is important for
cooling purposes and measured in Watt. Energy, measured in Joule, is important for battery
operated devices. It is often expressed in the amount of operations or amount of bits that can
be processed per unit energy. Hence the design goal is to maximize the operations/Joule or
bits/Joule. The resistance to side channel attacks is measured by the number of measure-
ments or samples required to disclose the key or other sensitive material. Flexibility and pro-
grammability are difficult to measure and are typically imposed by the application or class
of applications that need to be supported: will the hardware support only one or a few algo-
rithms, encryption and/or decryption, modes of operation, initialization, requirements for key
storage, and so on.

A hardware architecture is typically described in a Hardware Description Language such
as Verilog of VHDL. Starting from this description the two most important hardware plat-
forms available to a hardware designer are ASIC and FPGA. An Application Specific Inte-
grated Circuit (ASIC) is a dedicated circuit fabricated in silicon. Once fabricated (baked) it
cannot be modified anymore. A Field Programmable Gate Array (FPGA) is a special type of
programmable device: it consists of regular arrays of 1-bit cells, that can programmed by
means of a bitstream. This special bitstream programs each cell to a specific function, e.g. a
one bit addition, a register, a multiplexer, and so on. By changing the bit-stream the function-
ality of the FPGA changes. From the viewpoint of the Register Transfer Level (RTL) the actual
design process for either FPGA or ASIC doesn’t differ that much. Similar design options are
available: the designer can decide to go for serial or parallel architectures, making use ofmul-
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tiple design tricks tomatch the design with the requirements. Themost well-known tricks are
to use pipelining to increase throughput, or unrolling to reduce latency, time multiplexing to
reduce area, etc.

From implementation viewpoint, at this register transfer abstraction level, a large body of
knowledge and a large set of Electronic Design Automation (EDA) tools exist to map an appli-
cation onto a FPGA or ASIC platform [1409]. Implementation results should be compared not
only on the number of operations, but also on memory requirements (program memory and
data memory), throughput and latency requirements, energy and power requirements, band-
width requirements and the ease with which side-channel and fault attack countermeasures
can be added. Please note that this large body of knowledge exists for implementations that
focus on efficiency. However, when combining efficiency with security requirements, such as
constant time execution or other countermeasures, there is a huge lack of supporting EDA
tools (see section 18.8).

18.5.2 Cryptographic algorithms at RTL level
Cryptographic implementations are subdivided in several categories, enumerated below. The
details of the cryptographic algorithms themselves are discussed in the Cryptography Knowl-
edge Area (Chapter 10). Here only remarks related to the RTL implementation are made. In
this section only notes specific to the hardware implementations are made.

• Secret key algorithms: both block ciphers and stream ciphers result usually in compact
and fast implementations. Feistel ciphers are chosen for very area constrained designs
as the encryption and decryption hardware is the same. This is e.g. not the case for the
AES algorithm for which encryption and decryption require different units.

• Secret key: light-weight algorithms. For embedded devices, over the years, many light-
weight algorithms have been developed and implemented, e.g. Present, Prince, Rect-
angle, Simon or Speck cipher. Focus in these cases is mostly on area cost. However,
lately light-weight has been extended to include also low power, low energy and es-
pecially low-latency. Latency is defined as the time difference between input clear text
and corresponding encrypted output orMAC. Having a short latency is important in real-
time control systems, automotive, industrial IoT but also in memory encryption, control
flow integrity applications etc. More knowledge will follow from the recent NIST call on
light-weight crypto [1427].

• Secret key: block ciphers by themselves are not directly applicable in security appli-
cation. They need to be combined with modes of operation to provide confidentiality
or integrity, etc. (see the Cryptography Knowledge Area (Chapter 10)). In this context
efficient implementations of authenticated encryption schemes are required: this is
the topic of the CAESAR competition [1428]. From an implementation viewpoint, the
sequential nature of the authenticated encryption schemes makes it very difficult to
obtain high throughputs as pipelining cannot directly be applied.

• Hash algorithms require typically amuch larger area compared to secret key algorithms.
Especially the SHA3 algorithm and its different versions are large in area and slow in
execution. Therefore, light-weight hash algorithms are a topic of active research.

• One important hardware application of hash functions is themining of cryptocurrencies,
such as Bitcoin, Etherium, Litecoin and others, based on SHA2, SHA256, SHA3, etc. To
obtain the required high throughputs,massive parallelismand pipelining is applied. This
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is however limited as hash algorithms are recursive algorithms and thus there is an
upper bound on the amount of pipelining that can be applied [1429]. Cryptocurrencies
form part of the more general technology of distributed ledgers, which is discussed in
the Distributed Systems Security Knowledge Area (Chapter 12).

• The computational complexity of public key algorithms is typically 2 or 3 orders of mag-
nitude higher than secret key and thus its implementation 2 to 3 orders slower or larger.
Especially for RSA and Elliptic curve implementations, a large body of knowledge is
available, ranging from compact [1430] to fast, for classic and newer curves [1431].

• Algorithms resistant to attacks of quantum computers, aka post-quantum secure algo-
rithms, are the next generation algorithms requiring implementation in existing CMOS
ASIC and FPGA technology. Computational bottle-necks are the large multiplier struc-
tures, with/without the Number Theoretic Transform, the large memory requirements
and the requirements on random numbers that follow specific distributions. Currently,
NIST is holding a competition on post-quantumcryptography [1432]. Thus it is expected
that after the algorithms are decided, implementations in hardware will follow.

• Currently, themost demanding implementations for cryptographic algorithms are those
used in homomorphic encryption schemes: the computational complexity, the size of
the multipliers and especially the large memory requirements are the challenges to ad-
dress [1433].

18.6 SIDE-CHANNEL ATTACKS, FAULT ATTACKS AND
COUNTERMEASURES
This section first provides an overview of physical attacks on implementations of crypto-
graphic algorithms. The second part discusses a wide range of countermeasures and some
open research problems. Physical attacks, mostly side-channel and fault attacks, were orig-
inally of great concern to the developers of small devices that are in the hands of attackers,
especially smart-cards and pay-TV systems. The importance of these attacks and counter-
measures is growing as more electronic devices are easily accessible in the context of the
IoT.

18.6.1 Attacks
At the current state of knowledge, cryptographic algorithms have become very secure against
mathematical and cryptanalytical attacks: this is certainly the case for algorithms that are
standardized or that have received an extensive review in the open research literature. Cur-
rently, the weak link is mostly the implementation of algorithms in hardware and software.
Information leaks from the hardware implementation through side-channel and fault attacks.
A distinction is made between passive or side-channel attacks versus active or fault attacks.
A second distinction can be made based on the distance of the attacker to the device: at-
tacks can occur remotely, close to the device still non-invasive to actual invasive attacks.
More details on several classes of attacks are below.

Passive Side Channel Attacks General side-channel attacks are passive observations of a
compute platform. Through data dependent variations of execution time, power consump-
tion or electro-magnetic radiation of the device, the attacker can deduce information of secret
internals. Variations of execution time, power consumption or electro-magnetic radiations
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are typically picked up in close proximity of the device, while it is operated under normal con-
ditions. It is important to note that the normal operation of the device is not disturbed. Thus
the device is not aware that it is being attacked, whichmakes this attack quite powerful [997].

Side channel attacks based on variations on power consumption have been extensively stud-
ied. They are performed close to the devicewith access to the power supply or the power pins.
Onemakes a distinction between Simple Power Analysis (SPA), Differential and Higher Order
Power Analysis (DPA), and template attacks. In SPA, the idea is to first study the target for
features that depend on the key. E.g. a typical target in timing and power attacks are if-then-
else branches that are dependent on key bits. In public key algorithm implementations, such
as RSA or ECC, the algorithm runs sequentially through all key bits. When the if-branch takes
more or less computation time than the else-branch this can be observed from outside the
chip. SPA attacks are not limited to public key algorithms, they have also been applied to
secret key algorithms, or algorithms to generate prime numbers (in case they need to remain
secret). Sowith knowledge of the internal operation of the device, SPA only requires to collect
one or a few traces for analysis.

With DPA, the attacker collects multiple traces, ranging from a few tens for unprotected im-
plementations to millions in case of protected hardware implementations. In this situation,
the attacker exploits the fact that the instantaneous power consumption depends on the
data that is processed. The same operation, depending on the same unknown sub-key, will
result in different power consumption profiles if the data is different. The attacker will also
built a statistical model of the device to estimate the power consumption as a function of
the data and the different values of the subkey. Statistical analysis on these traces based on
correlation analysis, mutual information and other statistical tests are applied to correlate
the measured values to the statistical model.

Side channel attacks based on Electro-Magnetic radiations have been recognized early-on
in the context of military communication and radio equipment. As a reaction, NATO and the
governments ofmany countries have issued TEMPEST [1434]. It consists of specifications on
the protection of equipment against unintentional electro-magnetic radiation but also against
leakage of information through vibrations or sound. Electro-Magnetic radiation attacks can
bemounted from a distance, as explained above, but also at close proximity to the integrated
circuit. Electro-Magnetic probing on top of an integrated circuit can release very localized
information of specific parts of an IC by using a 2D stepper and fine electro-magnetic probers.
Thus electro-magnetic evaluation has the possibility to provide more fine grained leakage
information compared to power measurements.

Timing attacks are another subclass of side-channel attacks [1220]. When the execution time
of a cryptographic calculation or a program handling sensitive data, varies as a function of
the sensitive data, then this time difference can be picked up by the attacker. A timing attack
can be as simple as a key dependent different execution time of an if-branch versus an else-
branch in a finite state machine. Cache attacks, which abuse the time difference between a
cache hit and a cache miss are an important class of timing attacks [1435], [1436], .

With a template attack, the attacker will first create a copy or template of the target device
[1437]. This template is used to study the behavior of the device for all or a large set of inputs
and secret data values. One or a few samples of the target device are then compared to the
templates in the database to deduce secret information from the device. Template attacks
are typically usedwhen the original device has countermeasures againstmultiple executions.
E.g. it might have an internal counter to log the number of failed attempts. Templates can be
made based on timing, power or electro-magnetic information. As machine learning and AI
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techniques become more powerful, so will the attack possibility with template attacks.

Micro-architectural Side-channels Processor architectures are very vulnerable to timing at-
tacks. The problem of information leaks and the difficulty of confinement between programs
was already identified early on in [1438]. Later timing variations in cache hits and misses
became an important class of timing attacks [1439]. Recently gaining a lot of attention are
the micro-architectural side-channel attacks, such as Spectre, Meltdown, Foreshadow. They
are also based on the observation of timing differences [1411][1439]. The strength of the
attacks sits in the fact that they can be mounted remotely from software. Modern proces-
sors include multiple optimization techniques to boost performance not only with caches,
but also speculative execution, out-of-order execution, branch predictors, etc. When multiple
processes run on the same hardware platform, virtualization and other software techniques
isolates the data of the different parties in separate memory locations. Yet, through the out-
of-order execution or speculative execution (or many other variants) the hardware of the pro-
cessor will access memory locations not intended for the process by means of so-called
transient instructions. These instructions are executed but never committed. They have how-
ever touched memory locations, which might create side channel effects, such as variations
in access time, and thus leak information.

Active fault attacks Fault attacks are active manipulations of hardware compute platforms
[1440]. The result is that the computation itself or the program control flow is disturbed.
Faulty or no outputs are released. Even if no output is released or the device resets itself,
this decision might leak sensitive information. One famous example is published in [1441]:
it describes an RSA signature implementation which makes use of the Chinese Remainder
Theorem (CRT). With one faulty and one correct result signature, and some simple mathe-
matical calculations, the secret signing key can be derived. Physical fault-attacks could be a
simple clock glitching, power glitching, heating up or cooling down a device. These require
close proximity to the device but are non-invasive.

With scaling of memories, more attack surfaces appear. A very specific attack on DRAM
memories, is the RowHammer attack [1006, 1442]. By repeating reading specific locations
in DRAM memory, neighboring locations will loose their values. Thus by hammering certain
locations, bit flips will occur in nearby locations.

With more expensive equipment, and with opening the lid of the integrated circuit or etching
the silicon down, even more detailed information of the circuit can be obtained. Equipment
that has been used include optical fault [1443], laser attacks [1444], Focused Ion Beam (FIB),
a Scanning Electron Microscope (SEM) and other. The latter are typically equipment that has
been designed for chip reliability and failure analysis. This equipment can also be used or
misused for reverse engineering.

18.6.2 Countermeasures
There are no generic countermeasures that resist all classes of side-channel attacks. De-
pending on the threatmodel (remote/local access, passive/active, etc.) and the assumptions
made on the trusted computing base (i.e. what is andwhat is not included in the root of trust),
countermeasures have been proposed at several levels of abstraction. The most important
categories are summarized below.

To resist timing attacks, the first objective is to provide hardware that executes the appli-
cation or program in constant time independent of secret inputs, keys and internal state. De-
pending on the time granularity of themeasurement equipment of the attacker, constant time
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countermeasures also need to be more fine grained. At the processor architecture level, con-
stant time means a constant number of instructions. At the RTL level, constant time means
a constant number of clock cycles. At logic and circuit level, constant timemeans a constant
logic depth or critical path independent of the input data. At instruction level, constant time
can be obtained by balancing execution paths and adding dummy instructions. Sharing of
resources, e.g. through caches, make constant time implementations extremely difficult to
obtain.

At RTL level, we need to make sure that all instructions run in the same number of clock
cycles. dummy operations or dummy gates, depending on the granularity level. Providing
constant time RTL level and gate level descriptions is however a challenge as design tools,
both hardware and software compilers, will for performance reasons synthesize away the
dummy operations or logic which were added to balance the computations.

As many side-channel attacks rely on a large number of observations or samples, randomi-
sation is a popular countermeasure. It is used to protect against power, electro-magnetic
and timing side-channel attacks. Randomisation is a technique that can be applied at algo-
rithm level: it is especially popular for public key algorithms, which apply techniques such
as scalar blinding, or message blinding [1445]. Randomisation applied at register transfer
and gate level is called masking. Masking schemes randomise intermediate values in the
calculations so that their power consumption can no longer be linked with the internal se-
crets. A large set of papers on gate level masking schemes is available, ranging from simple
Boolean masking to threshold implementations that are provable secure under certain leak-
age models [1446]. Randomisation has been effective in practice especially as a public key
implementation protection measure. The protection of secret key algorithms by masking is
more challenging. Some masking schemes require a huge amount of random numbers, oth-
ers assume leakage models that do not always correspond to reality. In this context, novel
cryptographic techniques summarized under the label leakage resilient cryptography, are de-
veloped that are inherently resistant against side-channel attacks [1447, 1448]. At this stage,
there is still a gap between theory and practice.

Hiding is anothermajor class of countermeasures. The idea is to reduce the signal to noise ra-
tio by reducing the signal strength. Shielding in the context of TEMPEST is one such example.
Similarly, at gate level, reducing the power signature or electro-magnetic signature of stan-
dard cells or logic modules, will increase the resistance against power or electro-magnetic
attacks. Simple techniques such as using a jittery or drifting clock, and large decoupling ca-
pacitances will also reduce the signal to noise ratio.

Sometimes solutions for leaking at one abstraction level, e.g. power side channels, can be
addressed at a different abstraction level. Therefore, if there is a risk that an encryption key
leaks from an embedded device, a cryptographic protocol that changes the key at a suffi-
ciently high frequency, will also avoid side-channel information leakage.

General purpose processors such as CPUs, GPUs, and micro-controllers can not be modi-
fied once fabricated. Thus protecting against micro-architectural attacks after fabrication
by means of software patches and updates is extremely difficult and mostly at the cost of
reduced performance [1411]. Micro-code updates are also a form of software, i.e. firmware
update and not a hardware update. The main difference is that the translation from instruc-
tions tomicro-code is a company secret, and thus for the user it looks like a hardware update.
Providing generic solutions to programmable hardware is a challenge as it is unknown before-
hand which application will run. Solutions to this problem will be a combined effort between
hardware and software techniques.
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Protection against fault attacks aremade at the register transfer level, as well as at the circuit
level. At RTL, protection agains fault attacks ismostly based on redundancy either in space or
in time and by adding checks based on coding, such as parity checks. The price is expensive
as calculations are performed multiple times. One problem with adding redundancy is that it
increases the attack surface of side-channels. Indeed, due to the redundant calculations, the
attacker has more traces available to perform time, power or electro-magnetic side-channel
attacks [1445]. At circuit level, monitors on the clock or power supply, might detect deviations
from normal operations and raise an alarm.

Many type of circuit level sensors are added to integrated circuits. Examples are light sensors
that detect that a lid of a package has been opened. Mesh metal sensors which are laid-out
in top level metal layers can detect probing attacks. Temperature sensors detect heating or
cooling of the integrated circuit. Antenna sensors to detect electro-magnetic probes close to
the surface have been developed: these sensorsmeasure a change in electro-magnetic fields.
And sensors that detectmanipulation of the power supply or clock can be added to the device.
Note that adding sensors to detect active manipulation can again leak extra information to
the side channel attacker.

Joint countermeasures against side-channel and fault attacks are challenging and an active
area of research.

18.7 ENTROPY GENERATING BUILDING BLOCKS: RANDOM
NUMBERS, PHYSICALLY UNCLONABLE FUNCTIONS
Sources of entropy are essential for security and privacy protocols. In this section two impor-
tant sources of entropy related to silicon technology are discussed: random number genera-
tors and physically unclonable functions.

18.7.1 Random number generation
Security and privacy rely on strong cryptographic algorithms and protocols. A source of en-
tropy is essential in these protocols: random numbers are used to generate session keys,
nonces, initialization vectors, to introduce freshness, etc. Random numbers are also used
to create masks in masking countermeasures, random shares in multi party computation,
zero-knowledge proofs, etc. In this section the focus is on cryptographically secure random
numbers as used in security applications. Random numbers are also used outside cryptog-
raphy, e.g. in gaming, lottery applications, stochastic simulations, etc.

In general, random numbers are subdivided in two major classes: the Pseudo Random Num-
ber Generator (PRNG) also called Deterministic Random Bit Generator (DRBG) and the True
RandomNumber Generator (TRNG) or Non-Deterministic RandomBit Generator (NRBG). The
design, properties and testing of random numbers is described in detail by important stan-
dards, issued in the US by NIST. NIST has issued the NIST800-90A for deterministic random
number generators, the NIST800-90B for entropy sources, and NIST800-90C for random bit
generation constructions [1449], [1450] [1451] 1. In Germany and by extension in most of
Europe, the German BSI has issued two important standards: the AIS-20 for functionality
classes and evaluation criteria for deterministic random number generators and the AIS-31
for physical random number generators [1452, 1453, 1454].

1NIST800-90C does not exist as a standard yet.
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An ideal RNG should generate all numbers with equal probability. Secondly, these numbers
should be independent from previous or next numbers generated by the RNG, called forward
and backward secrecy. The probabilities are verified with statistical tests. Each standard in-
cludes a large set of statistical tests aimed at finding statistical weaknesses. Not being able
to predict future values or derive previous values is important not only in many security ap-
plications, e.g. when this is used for key generation, but also in many gaming and lottery
applications.

Pseudo-random number generators are deterministic algorithms that generate a sequence
of bits or numbers that look random but are generated by a deterministic process. Since a
PRNG is a deterministic process, when it starts with the same initial value, then the same
sequence of numbers will be generated. Therefore it is essential that PRNG starts with a
different start-up value each time the PRNG is initiated. This initial seed can either be gener-
ated by a slow true random number generated or at minimum by a non-repeating value, e.g.
as provided by a monotonic increasing counter. A PRNG is called cryptographically secure if
the attacker, who learns part of the sequence, is not able to compute any previous or future
outputs. Cryptographically secure PRNGs rely on cryptographic algorithms to guarantee this
forward and backward secrecy. Forward secrecy requires on top a regular reseeding to in-
troduce new freshness into the generator. Hybrid RNG have an additional non-deterministic
input to the PRNG.

PRNGs provide conditional security based on the computational complexity of the underly-
ing cryptographic algorithms. See the Cryptography Knowledge Area (Chapter 10) for more
details. In contrast, ideal true random number generators provide unconditional security as
they are based on unpredictable physical phenomena. Thus their security is guaranteed in-
dependent of progress in mathematics and cryptanalysis.

The core of a true random number generator consists of an entropy source, which is a phys-
ical phenomena with a random behavior. In electronic circuits, noise or entropy sources are
usually based on thermal noise, jitter and metastability. These noise sources are never per-
fect: the bits they generate might show bias or correlation or other variations. Hence they
don’t have full entropy. Therefore, they are typically followed by entropy extractors or con-
ditioners. These building blocks improve the entropy per bit of output. But as the entropy
extractor are deterministic processes, they cannot increase the total entropy. So the output
length will be shorter than the input length.

Due to environmental conditions, e.g. due to temperature or voltage variations, the quality
of the generated numbers might vary over time. Therefore, the standards describe specific
tests that should be applied at the start and continuously during the process of generating
numbers. One can distinguish three main categories of tests. The first one is the total failure
test, applied at the source of entropy. The second ones are online health tests to monitor the
quality of the entropy extractors. The third ones are tests for the post-processed bits. The
requirements for these tests are well described in the different standards and specialized
text books [1455].

The challenge in designing TRNGs is first to provide a clear and convincing proof of the en-
tropy source, second the design of online tests which at the same are compact and can de-
tect a wide range of defects [1456]. The topic of attacks, countermeasures and sensors for
TRNGs, especially in the context of IoT and embedded devices, is an active research topic.
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18.7.2 Physically Unclonable Functions
From a hardware perspective, Physically Unclonable Functions (PUFs), are circuits and tech-
niques to derive unique features from silicon circuits, similar to human biometrics [1457].
The manufacturing of silicon circuits results in unique process variations which cannot be
physically cloned. The basic idea of PUFs is that these unique manufacturing features are
magnified and digitized so that they can be used in security applications similar to the use of
fingerprints or other biometrics. Process and physical variations such as doping fluctuations,
line or edge widths of interconnect wires, result in variations of threshold voltages, transis-
tor dimensions, capacitances, etc. Thus circuits are created that are sensitive to and amplify
these variations.

Themajor security application for PUFs is to derive unique device specific keys, e.g. for usage
in an IoT device or smart card. Traditionally, this storage of device unique keys is done in
non-volatile memory, as the key has to remain in the chip even when the power is turned-off.
Non-volatile memory requires however extra fabrication steps, which makes chips with non-
volatile memory more expense than regular standard CMOS chips. Thus PUFs are promised
as cheap alternative for secure non-volatile memory, because the unique silicon fingerprint
is available without the extra processing steps. Indeed, each time the key is needed, it can
be read from the post-processed PUF and directly used in security protocols. They can also
replace fuses, which are large and their state is relatively easy to detect under a microscope.

The second security application is to use PUFs in identification applications, e.g. for access
control or tracking of goods. The input to a PUF is called a challenge, the output the response.
The ideal PUF has an exponential number of unique challenge response pairs, exponential in
the number of circuit elements. The uniqueness of PUFs is measured by the inter-distance
between different PUFs seeing the same challenge. The ideal PUF has stable responses: it
replies with the same response, i.e. there is no noise in the responses. Moreover, PUF re-
sponses should be unpredictable and physically unclonable.

The ideal PUF unfortunately does not exist. In literature, two main classes of PUFs are de-
fined, characterized by the number of challenge-response pairs they can generate. So-called
weak PUFs are circuits with a finite number of elements, with each element providing a high
amount of entropy. The number of possible challenge-response pairs grows typically linear
with the area of the integrated circuit. Hence they are calledweak PUFs. Themost well known
example is the SRAM PUF [1458]. These PUFs are typically used for key generation. The raw
PUF output material is not directly usable for key generation as the PUF responses are af-
fected by noise. Indeed, subsequent readings of the same PUF might result in slightly vary-
ing noisy responses, typically up to 20%. Thus after the entropy extraction follows secure
sketch (similar to error correction) circuits to eliminate the noise and compress the entropy
to generate a full entropy key [1459]. The challenge for the PUF designer is to come up with
process variations and circuits that can be used as key material, but which are not sensitive
to transient noise. A second challenge is to keep all the post-processing modules compact
so that the key-generation PUF can be included in embedded IoT devices.

The second class are the so-called strong PUFs. In this case, the number of challenge-
response pairs grows large, ideally exponential, with the silicon area. The most well-known
example is the arbiter PUF [1460]. A small number of silicon elements are combined together,
e.g. to create a chain of multiplexers or comparators, so that simple combinations of the el-
ements create the large challenge-response space. Also in this case, the effects of noise in
the circuits needs to be taken into account. Strong PUFs are promised to be useful in authen-
tication applications, e.g. for access control. Each time a challenge is applied to the PUF, a
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response unique to the chip will be sent. The verifier will accept the response if it can be
uniquely tied to the prover. This requires that the PUF responses are registered in a form of
a database beforehand during an enrollment phase.

The problemwith strongPUFs is that there is a strong correlation betweendifferent challenge-
response pairs of most circuits proposed in literature. Hence all of these circuits are broken
with machine learning techniques [1461] and can not be used for authentication purposes.
The fundamental problem is that very basic, mostly linear operations are used to combine
PUF elements, which makes them easy targets for machine learning attacks. Ideally, these
should be cryptographic or other computationally hard operations resistant tomachine learn-
ing: unfortunately these cannot tolerate noise. Light-weight PUF based security protocols are
an active area of research.

18.8 HARDWARE DESIGN PROCESS
In this section, several hardware security topics are described which are directly related to
the lower design abstraction layers. One is the trust in the hardware design process itself.
Directly related to this, is the problem of Trojan circuits. Also part of the hardware design
process are circuit level techniques for camouflaging, logic locking, etc.

18.8.1 Design and fabrication of silicon integrated circuits
It is important to note that the hardware design process itself also needs to be trusted. Be-
cause of its design complexity, design at each abstraction layer relies on Electronic Design
Automation (EDA) tools. The design, fabrication, packaging and test of silicon integrated cir-
cuits is an international engagement: silicon foundries are mostly located in Asia. Silicon
design tools are most developed in the US, and silicon testing and packaging usually occur
all over the world. For chips that end-up in critical infrastructure, such as telecommunication,
military, aviation, trust and verification of the complete design cycle is essential.

Since silicon foundries and mask making are extremely expensive, very few countries and
companies can still afford it and a huge consolidation has and is taking place in the industry.
For critical infrastructure, governments demand more tools and techniques to increase the
trustworthiness of this international design process. On this topic, large research projects
are defined to come up with methods and tools to increase the trustworthiness of the design
process and especially to assess the risk of Trojan insertions during the design process.

18.8.2 Trojan circuits
Trojan circuits are logic or gates added to large integrated circuits. As they are not part of the
specified functionality, they are difficult to detect. They rely on the fact that they are extremely
small in comparison with the large size of integrated circuits and SoCs. Trojan circuits are
classified according to three main criteria [1462, 1463]. The first one is the physical charac-
teristics of the Trojan, i.e. how is the Trojan inserted into the circuit. E.g. does it requires
logic modifications or only layout modifications. The second one is the activation character-
istic: will the Trojan be turned on by an internal or external event, etc. The third characteristic
classifies the type of action taken by the Trojan, e.g. will it leak information or will it destroy
functionality, etc. The knowledge area on this topic is summarized in [1462, 1463].

KA Hardware Security | October 2019 Page 604

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

18.8.3 Circuit level techniques
To avoid visual inspection, circuit level camouflaging techniques are introduced [1464]. These
are standard cells or other modules that visually look the same, or they look camouflaged by
random extra material. This is done to avoid visual inspection and reverse engineering based
on visual inspection.

Another techniques to avoid loss of intellectual property is logic locking [1465]. With this
technique, extra gates are added to a circuit with a secret input. Only when the correct key is
applied to the secret gates, will the circuit perform the correct functionality. This is an active
research topic with logic locking schemes being proposed and attacked, with SAT solvers
being a very useful tool in attacking the circuits.

18.8.4 Board Level Security
Integrated circuits are placed together on Printer Circuit Boards (PCBs). Many of the attacks
and countermeasures mentioned before for integrated circuits, can be repeated for PCBs
albeit at a different scale. While integrated circuits provide some level of protection because
they are encapsulated in packages and use much smaller CMOS technologies, PCB’s are
less complex and somewhat easier to access. Therefore, for PCB’s special coatings, and
mechanical tamper evident and tamper resistant protection mechanisms could be provided.
There have been some concerns that Trojan circuits could also be included at the board level.

18.8.5 Time
The concept of time and the concept of sequence of events are essential in security protocols.
The TCG identifies three types of sequencing: a monotonic counter, a tick counter and actual
trusted time [1410]. A monotonic counter always increases, but the wall clock time between
two increments is unknown. The tick counter increaseswith a set frequency. It only increases
when the power is on. At power-off the tick counter will reset. Therefore the tick counter is
linked with a nonce and methods are foreseen to link this with a real wall clock time. Trusted
time is the most secure. It makes sure that there is a link between the tick counter and the
real wall clock time. From a hardware viewpoint it will require non-volatile memory, counters,
crystals, continuous power, and an on chip clock generator. The connection to a real wall
clock will require synchronization and an actual communication channel.

The importance of time is placed in awider context in theDistributed SystemsSecurity Knowl-
edge Area (Chapter 12).

18.9 CONCLUSION
Hardware security is a very broad topic, covering many different topics. In this chapter, a
classification is made based on the different design abstraction layers. At each abstraction
layer, the threat model, root of trust and security goals are identified.

Because of the growth of IoT, edge and cloud computing, the importance of hardware secu-
rity is growing. Yet, in many cases hardware security is in conflict with other performance
optimisations, such as low power or limited battery operated conditions. In these circum-
stances, performance optimization is the most important design task. Yet it is also the most
important cause of information leakage. This is the case at all abstraction layers: instruction
level, architecture level and logic and circuit level.
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Another trend is that hardware is becoming more ‘soft’. This is an important trend in pro-
cessor architecture, where FPGA functionality is added to processor architectures. The fun-
damental assumption that hardware is immutable is lost here. This will create a whole new
class of attacks.

A last big challenge for hardware security is the lack of EDA tools to support hardware secu-
rity. EDA tools aremade for performance optimization and security is usually an afterthought.
An added challenge is that it is difficult to measure security and thus difficult to balance se-
curity versus area, throughput or power optimisations.

KA Hardware Security | October 2019 Page 606

https://www.cybok.org


Chapter 19
Cyber-Physical Systems
Security
Alvaro Cardenas University of California Santa Cruz

607



The Cyber Security Body Of Knowledge
www.cybok.org

INTRODUCTION
Cyber-Physical Systems (CPSs) are engineered systems that are built from, and depend upon,
the seamless integration of computation, and physical components. While automatic con-
trol systems like the steam governor have existed for several centuries, it is only in the past
decades that the automation of physical infrastructures like the power grid, water systems,
or chemical reactions have migrated from analogue controls to embedded computer-based
control, often communicating through computer-based networks. In addition, new advances
in medical implantable devices, or autonomous self-driving vehicles are increasing the role
of computers in controlling even more physical systems.

While computers give us new opportunities and functionalities for interacting with the phys-
ical world, they can also enable new forms of attacks. The purpose of this Knowledge Area
is to provide an overview of the emerging field of CPS security.

In contrast with other Knowledge Areas within CyBOK that can trace the roots of their field
back to several decades, the work on CPS security is relatively new, and our community has
not developed yet the same consensus on best security practices compared to cyber security
fields described in other KAs. Therefore, in this document, we focus on providing an overview
of research trends and unique characteristics in this field.

CPSs are diverse and can include a variety of technologies, for example, industrial control
systems can be characterised by a hierarchy of technology layers (the Purdue model [1466]).
However, the security problems in the higher layers of this taxonomy are more related to
classical security problems covered in other KAs. Therefore, the scope of this document
focuses on the aspects of CPSs more closely related to the sensing, control, and actuation
of these systems (e.g., the lower layers of the Purdue model).

The rest of the Knowledge Area is organised as follows. In Section 19.1 we provide an intro-
duction to CPSs and their unique characteristics. In Section 19.2, we discuss crosscutting
security issues in CPSs generally applicable to several domains (e.g., the power grid or ve-
hicle systems); in particular we discuss efforts for preventing, detecting, and responding to
attacks. In Section 19.3, we summarise the specific security challenges in a variety of CPS
domains, including the power grid, transportation systems, autonomous vehicles, robotics,
and medical implantable devices. Finally, in Section 19.4, we examine the unique challenges
CPS security poses to regulators and governments. In particular, we outline the role of govern-
ments in incentivising security protections for CPSs, and howCPS security relates to national
security and the conduct of war.

CONTENT

19.1 CYBER-PHYSICAL SYSTEMS AND THEIR SECURITY
RISKS

[1467, 1468, 1469]

The term Cyber-Physical Systems (CPSs) emerged just over a decade ago as an attempt to
unify the common research problems related to the application of embedded computer and
communication technologies for the automation of physical systems, including aerospace,
automotive, chemical production, civil infrastructure, energy, healthcare, manufacturing, new

KA Cyber-Physical Systems Security | October 2019 Page 608

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

materials, and transportation. CPSs are usually composed of a set of networked agents inter-
acting with the physical world; these agents include sensors, actuators, control processing
units, and communication devices, as illustrated in Figure 19.1.

The term CPSs was coined in 2006 by Helen Gill from the National Science Foundation (NSF)
in the United States [1467]. In their program announcement, NSF outlined their goal for con-
sidering various industries (such as water, transportation, and energy) under a unified lens:
by abstracting from the particulars of specific applications in these domains, the goal of the
CPS program is to reveal crosscutting fundamental scientific and engineering principles that
underpin the integration of cyber and physical elements across all application sectors.

s1

s3

s2

s4

Physical 
System

Network

c1 c2 c3

a1

a2 a3

Sensors
Actuators

Distributed Controllers

Figure 19.1: General architecture of cyber-physical systems [1470].

Soon after the CPS term was coined, several research communities rallied to outline and
understand how CPSs cyber security research is fundamentally different when compared to
conventional IT cyber security. Because of the crosscutting nature of CPSs, the background
of early security position papers from 2006 to 2009 using the term CPSs, ranged from real-
time systems [1471, 1472], to embedded systems [1473, 1474], control theory [1470], and cy-
bersecurity [1469, 1474, 1475, 1476, 1477].

While cyber security research had been previously considered in other physical do-
mains—most notably in the Supervisory Control and Data Acquisition (SCADA) systems of
the power grid [1478]—these previous efforts focused on applying well-known IT cyber se-
curity best practices to control systems. What differentiates the early CPS security position
papers was their crosscutting nature focusing on a multi-disciplinary perspective for CPS se-
curity (going beyond classical IT security). For example, while classical intrusion detection
systems monitor purely cyber-events (network packets, operating system information, etc.),
early CPSs papers bringing control theory elements [1469] suggested that intrusion detection
systems for CPSs could also monitor the physical evolution of the system and then check it
against a model of the expected dynamics as a way to improve attack detection.

CPS is related to other popular terms including the Internet of Things (IoT), Industry 4.0, or
the Industrial Internet of Things, but as pointed out by Edward Lee, the term “CPS” is more
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foundational and durable than all of these, because it does not directly reference either im-plementation approaches (e.g., “Internet” in IoT) nor particular applications (e.g., “Industry” inIndustry 4.0). It focuses instead on the fundamental intellectual problem of conjoining the en-gineering traditions of the cyber and physical worlds [1467].

The rest of this section is organised as follows: in Section 19.1.1, we introduce general proper-
ties of CPS, then in Section 19.1.2, we discuss how physical systems have been traditionally
protected from accidents and failures, and how these protections are not enough to protect
the system against cyber-attacks. We finalise this section by discussing the security and pri-
vacy risks in CPSs along with summarising some of the most important real-world attacks
on control systems in Section 19.1.3.

19.1.1 Characteristics of CPS
CPSs embody several aspects of embedded systems, real-time systems, (wired andwireless)
networking, and control theory.

EmbeddedSystems:One of themost general characteristics of CPSs is that, because several
of the computers interfacing directly with the physical world (sensors, controllers, or actua-
tors) perform only a few specific actions, they do not need the general computing power of
classical computers—or even mobile systems—and therefore they tend to have limited re-
sources. Some of these embedded systems do not even run operating systems, but rather
run only on firmware, which is a specific class of software that provides low-level control
of the device hardware; devices without an operating systems are also known as bare metal
systems. Even when embedded systems have an operating system, they often run a stripped-
down version to concentrate on the minimal tools necessary for the platform.

Real-Time Systems: For safety-critical systems, the time in which computations are per-
formed is important in order to ensure the correctness of the system [1479]. Real-time pro-
gramming languages can help developers specify timing requirements for their systems, and
Real-Time Operating System (RTOS) guarantee the time to accept and complete a task from
an application [1480].

Network Protocols: Another characteristic of CPSs is that these embedded systems com-
municate with each other, increasingly over IP-compatible networks. While many critical in-
frastructures such as power systems have used serial communications to monitor remote
operations in their SCADA systems, it is only in the past two decades that the information
exchange between different parts of the system has migrated from serial communications
to IP-compatible networks. For example, the serial communications protocolModbuswas re-
leased by Modicon in 1979, and subsequent serial protocols with more capabilities included
IEC 60870-5-101 and DNP3 in the 1990s. All these serial protocols were later adapted to sup-
port IP networks in the late 1990s and early 2000s with standards such asModbus/TCP, and
IEC 60870-5-104 [1481, 1482].

Wireless: While most of the long-distance communications are done over wired networks,
wireless networks are also a common characteristic of CPSs. Wireless communications for
embedded systems attracted significant attention from the research community in the early
2000s in the form of sensor networks. The challenge here is to build networks on top of
low-powered and lossy wireless links, where traditional concepts for routing like the “hop
distance” to a destination are no longer applicable, and other link quality metrics are more
reliable, e.g., the expected number of times a packet has to be sent before a one-hop trans-
mission is successful. While most of the research on wireless sensor networks was done
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in abstract scenarios, one of the first real-world successful applications of these technolo-
gies was in large process control systems with the advent of WirelessHART, ISA100, and
ZigBee [1483, 1484]. These three communications technologies were developed on top of
the IEEE 802.15.4 standard, whose original version defined frames sizes so small, that they
could not carry the header of IPv6 packets. Since Internet-connected embedded systems
are expected to grow to billions of devices in the next years, vendors and standard organisa-
tions see the need to create embedded devices compatible with IPv6. To be able to send IPv6
packets inwireless standards, several efforts tried to tailor IPv6 to embedded networks.Most
notably the Internet Engineering Task Force (IETF) launched the 6LoWPAN effort, originally
to define a standard to send IPv6 packets on top of IEEE 802.15.4 networks, and later to serve
as an adaptation layer for other embedded technologies. Other popular IETF efforts include
the RPL routing protocol for IPv6 sensor networks, and CoAP for application-layer embed-
ded communications [1485]. In the consumer IoT space some popular embedded wireless
protocols include Bluetooth, Bluetooth Low Energy (BLE), ZigBee, and Z-Wave [1486, 1487].

Control: Finally, most CPSs observe and attempt to control variables in the physical world.
Feedback control systems have existed for over two centuries, including technologies like
the steam governor, which was introduced in 1788. Most of the literature in control theory at-
tempts to model a physical process with differential equations and then design a controller
that satisfies a set of desired properties such as stability and efficiency. Control systems
were initially designed with analogue sensing and analogue control, meaning that the con-
trol logic was implemented in an electrical circuit, including a panel of relays, which usually
encoded ladder logic controls. Analogue systems also allowed the seamless integration of
control signals into a continuous-time physical process. The introduction of digital electron-
ics and the microprocessor, led to work on discrete-time control [1488], as microprocessors
and computers cannot control a system in continuous time because sensing and actuation
signals have to be sampled at discrete-time intervals. More recently, the use of computer
networks allowed digital controllers to be further away from the sensors and actuators (e.g.,
pumps, valves, etc.), and this originated the field of networked-controlled systems [1489].
Another recent attempt to combine the traditional models of physical systems (like differen-
tial equations) and computational models (like finite-state machines) is encapsulated in the
field of hybrid systems [1490]. Hybrid systems played a fundamental role in the motivation
towards creating a CPS research program, as they were an example of how combining mod-
els of computation and models of physical systems can generate new theories that enable
us to reason about the properties of cyber- and physical-controlled systems.

Having discussed these general characteristics of CPSs, one caveat is that CPSs are diverse,
and they include modern vehicles, medical devices, and industrial systems, all with different
standards, requirements, communication technologies, and time constraints. Therefore, the
general characteristics we associate with CPSs might not hold true in all systems or imple-
mentations.

Before we discuss cyber security problems, we describe how physical systems operating un-
der automatic control systems have been protected from accidents and natural failures, and
how these protections against non-malicious adversaries are not enough against strategic
attackers (i.e., attackers that know that these protections are in place and try to either bypass
them or abuse them).
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19.1.2 Protections Against Natural Events and Accidents
Failures in the control equipment of physical infrastructures can cause irreparable harm to
people, the environment, and other physical infrastructures. Therefore, engineers have devel-
oped a variety of protections against accidents and natural causes, including safety systems,protection, fault-detection, and robustness.
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Figure 19.2: Layers of protection for safety-critical ICS.

Safety: The basic principle recommended by the general safety standard for control systems
(IEC 61508) is to obtain requirements from a hazard and risk analysis including the likelihood
of a given failure, and the consequence of the failure, and then design the system so that the
safety requirements are met when all causes of failure are taken into account. This generic
standard has served as the basis formany other standards in specific industries, for example,
the process industry (refineries, chemical systems, etc.) use the IEC 61511 standard to design
a Safety Instrumented System (SIS). The goal of a SIS is to prevent an accident by, e.g., clos-
ing a fuel valve whenever a high-pressure sensor raises an alarm. A more general defense-
in-depth safety analysis uses Layers of Protection [1491], where hazards are mitigated by a
set of layers starting from (1) basic low priority alarms sent to a monitoring station, to (2) the
activation of SIS systems, to (3) mitigation safeguards such as physical protection systems
(e.g., dikes) and (4) organisational response protocols for a plant emergency response/evac-
uation. Figure 19.2 illustrates these safety layers of protection.

Protection: A related concept to safety is that of protection in electric power grids. These
protection systems include,

• Protection of Generators: when the frequency of the system is too low or too high, the
generator will be automatically disconnected from the power grid to prevent permanent
damage to the generator.

• Under Frequency Load Shedding (UFLS): if the frequency of the power grid is too low,
controlled load sheddingwill be activated. This disconnection of portions of the electric
distribution system is done in a controlled manner, while avoiding outages in safety-
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critical loads like hospitals. UFLS is activated in an effort to increase the frequency of
the power grid, and prevent generators from being disconnected.

• Overcurrent Protection: if the current in a line is too high, a protection relay will be trig-
gered, opening the line, and preventing damage to equipment on each side of the lines.

• Over/Under Voltage Protection: if the voltage of a bus is too low or too high, a voltage
relay will be triggered.

Reliability: While safety and protection systems try to prevent accidents, other approaches
try to maintain operations even after failures in the system have occurred. For example, the
electric system is designed and operated to satisfy the so-called N-1 security criterion, which
means that the system could lose any one of its N components (such as one generator, sub-
station, or transmission line) and continue operating with the resulting transients dying out
to result in a satisfactory new steady-state operating condition, meaning that the reliable
delivery of electric power will continue.

Fault Tolerance: A similar, but data-driven approach to detect and prevent failures falls under
the umbrella of Fault Detection, Isolation, and Reconfiguration (FDIR) [1492]. Anomalies are
detected using either a model-based detection system, or a purely data-driven system; this
part of the process is also known asBadData Detection. Isolation is the process of identifying
which device is the source of the anomaly, and reconfiguration is the process of recovering
from the fault, usually by removing the faulty sensor (if there is enough sensor redundancy
in the system).

Robust Control: Finally, another related concept is robust control [1493]. Robust control deals
with the problem of uncertainty in the operation of a control system. These sources of un-
known operating conditions can come from the environment (e.g., gusts of wind in the op-
eration of planes), sensor noise, dynamics of the system not modelled by the engineers, or
degradation of system components with time. Robust control systems usually take the en-
velope of least favourable operating conditions, and then design control algorithms so that
the system operates safely, even in the worst-case uncertainty.

These mechanisms are not sufficient to provide security: Before CPS security was a main-
stream field, there was a lot of confusion on whether safety, protection, fault-tolerance, and
robust controls were enough to protect CPSs from cyber-attacks. However, as argued over a
decade ago [1470], these protection systems generally assume independent, non-malicious
failures, and in security, incorrect model assumptions are the easiest way for the adver-
sary to bypass any protection. Since then, there have been several examples that show why
these mechanisms do not provide security. For example Liu et al. [1494] showed how fault-
detection (bad data detection) algorithms in the power grid can be bypassed by an adversary
that sends incorrect data that is consistent with plausible power grid configurations, but at
the same time is erroneous enough from the real values to cause problems to the system. A
similar example for dynamic systems (systems with a “time” component) considers stealthyattacks [1495]. These are attacks that inject small false data in sensors so that the fault-
detection system does not identify them as anomalies but, over a long-period of time, these
attacks can drive the system to dangerous operating conditions. Similarly, the N-1 security
criterion in the electric power grid assumes that if there is a failure, all protection equipment
will react as configured, but an attacker can change the configuration of protection equip-
ment in the power grid. In such a case, the outcome of an N-1 failure in the power grid will
be completely unexpected, as equipment will react in ways that were unanticipated by the
operators of the power grid, leading to potential cascading failures in the bulk power system.
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Finally, in Section 19.1.3.1, we will describe how real-world attacks are starting to target some
of these protections against accidents; for example, the Triton malware specifically targeted
safety systems in a process control system.

Safety vs. Security: The addition of new security defences may pose safety concerns, for
example, a power plant was shutdown because a computer rebooted after a patch [1496].
Software updates and patching might violate safety certifications, and preventing unautho-
rised users from accessing a CPSmight also prevent first responders from access to the sys-
tem in the case of an emergency (e.g., paramedics might need access to a medical device
that prevents unauthorised connections). Security solutions should take these CPS safety
concerns into account when designing and deploying new security mechanisms.

19.1.3 Security and Privacy Concerns
CPSs are at the core of health-care devices, energy systems, weapons systems, and trans-
portation management. Industrial Control Systems systems, in particular, perform vital func-
tions in critical national infrastructures, such as electric power distribution, oil and natural
gas distribution, water and waste-water treatment, and intelligent transportation systems.
The disruption of these CPSs could have a significant impact on public health, safety and
lead to large economic losses.

For example, attacks on the power grid can cause blackouts, leading to interdependent cas-
cading effects in other vital critical infrastructures such as computer networks, medical sys-
tems, or water systems creating potential catastrophic economic and safety effects in our
society [1497]. Attacks on ground vehicles can create highway accidents [1498], attacks on
GPS systems can mislead navigation systems and make drivers reach a destination desired
by the attacker [1499], and attacks on consumer drones can let attackers steal, cause acci-
dents or surreptitiously turn on cameras and microphones to monitor victims [1500].

Physical 
ProcessActuators Sensors

Controller 

Supervision/
Configuration

Figure 19.3: General Architecture of a CPS.
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19.1.3.1 Attacks Against CPSs

In general, a CPS has a physical process under its control, a set of sensors that report the
state of the process to a controller, which in turn sends control signals to actuators (e.g., a
valve) to maintain the system in a desired state. The controller often communicates with a
supervisory and/or configuration device (e.g., a SCADA system in the power grid, or amedical
device programmer) which can monitor the system or change the settings of the controller.
This general architecture is illustrated in Figure 19.3.

Attacks on CPSs can happen at any point in the general architecture, as illustrated in Fig-
ure 19.4, which considers eight attack points.

Physical 
ProcessActuators Sensors

Controller 

Supervision/
Configuration
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Figure 19.4: Attack Points in a CPS.

1. Attack 1 represents an attacker who has compromised a sensor (e.g., if the sensor data
is unauthenticated or if the attacker has the key material for the sensors) and injects
false sensor signals, causing the control logic of the system to act on malicious data.
An example of this type of attack is considered by Huang et al. [1501].

2. Attack 2 represents an attacker in the communication path between the sensor and
the controller, who can delay or even completely block the information from the sen-
sors to the controller, so the controller loses observability of the system (loss of view),
thus causing it to operate with stale data. Examples of these attacks include denial-of-
service attacks on sensors [1502] and stale data attacks [1503].

3. Attack 3 represents an attacker who has compromised the controller and sends incor-
rect control signals to the actuators. An example of this attack is the threat model con-
sidered by McLaughlin [1504].

4. Attack 4 represents an attacker who can delay or block any control command, thus
causing a denial of control to the system. This attack has been considered as a denial-
of-service to the actuators [1502].

5. Attack 5 represents an attacker who can compromise the actuators and execute a con-
trol action that is different to what the controller intended. Notice that this attack is
different to an attack that directly attacks the controller, as this can lead to zero dynam-ics attacks. These types of attacks are considered by Teixeira et al. [1505].
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6. Attack 6 represents an attacker who can physically attack the system (e.g., physically
destroying part of the infrastructure and combining this with a cyber-attack). This type
of joint cyber and physical attack has been considered by Amin et al. [1506].

7. Attack 7 represents an attackerwho can delay or block communications to and from the
supervisory control system or configuration devices. This attack has been considered
in the context of SCADA systems [1507].

8. Attack 8 represents an attacker who can compromise or impersonate the SCADA sys-
tem or the configuration devices, and send malicious control or configuration changes
to the controller. These types of attacks have been illustrated by the attacks on the
power grid in Ukraine where the attackers compromised computers in the control room
of the SCADA system [1508] and attacks where the configuration device of medical de-
vices has been compromised [1509].

While traditionally most of the considered attacks on CPSs have been software-based, an-
other property of CPSs is that the integrity of these systems can be compromised even with-
out a computer-based exploit in what has been referred to as transduction attacks [1510]
(these attacks represent a physical way to inject false signals, as covered by Attack 1 in Fig-
ure 19.4). By targeting the way sensors capture real-world data, the attacker can inject a
false sensor reading or even a false actuation action, by manipulating the physical environ-
ment around the sensor [1510, 1511]. For example attackers can use speakers to affect the
gyroscope of a drone [1512], exploit unintentional receiving antennas in the wires connecting
sensors to controllers [1513], use intentional electromagnetic interference to cause a servo
(an actuator) to follow the attacker’s commands [1513], or inject inaudible voice commands
to digital assistants [1514].

In addition to security and safety-related problems, CPSs can also have profound privacy im-
plications unanticipated by designers of new systems. Warren and Brandeis stated in their
seminal 1890 essay The right to privacy [149] that they saw a growing threat from recent inven-
tions, like “instantaneous photographs” that allowed people to be unknowingly photographed,
and newmedia industries, such as newspapers, that would publish photographswithout their
subjects’ consent. The rise of CPS technologies in general, and consumer IoT in particular,
are similarly challenging cultural assumptions about privacy.

CPS devices can collect physical data of diverse human activities such as electricity con-
sumption, location information, driving habits, and biosensor data at unprecedented levels
of granularity. In addition, the passive manner of collection leaves people generally unaware
of how much information about them is being gathered. Furthermore, people are largely un-
aware that such collection exposes them to possible surveillance or criminal targeting, as the
data collected by corporations can be obtained by other actors through a variety of legal or
illegal means. For example, automobile manufacturers are remotely collecting a wide variety
of driving history data from cars in an effort to increase the reliability of their products. Data
known to be collected by some manufacturers include speed, odometer information, cabin
temperature, outside temperature, battery status, and range. This paints a very detailed map
of driving habits that can be exploited by manufacturers, retailers, advertisers, auto insurers,
law enforcement, and stalkers, to name just a few.

Having presented the general risks and potential attacks to CPSs we finalise our first sec-
tion by describing some of the most important real-world attacks against CPSs launched by
malicious attackers.
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19.1.3.2 High-Profile, Real-World Attacks Against CPSs

Control systems have been at the core of critical infrastructures, manufacturing and indus-
trial plants for decades, and yet, there have been few confirmed cases of cyber-attacks
(here we focus on attacks from malicious adversaries as opposed to attacks created by re-
searchers for illustration purposes).

Non-targeted attacks are incidents caused by the same attacks that classical IT comput-
ers may suffer, such as the Slammer worm, which was indiscriminately targeting Windows
servers but that inadvertently infected the Davis-Besse nuclear power plant [1515] affecting
the ability of engineers to monitor the state of the system. Another non-targeted attack ex-
ample was a controller being used to send spam in a water filtering plant [1516].

Targeted attacks are those where adversaries know that they are targeting a CPS, and there-
fore, tailor their attack strategy with the aim of leveraging a specific CPS property. We look in
particular at attacks that had an effect in the physical world, and do not focus on attacks
used to do reconnaissance of CPSs (such as Havex or BlackEnergy [1517]).

The first publicly reported attack on an SCADA system was the 2000 attack on Maroochy
Shire Council’s sewage control system1 in Queensland, Australia [1519], where a contractor
who wanted to be hired for a permanent position maintaining the system used commercially
available radios and stolen SCADA software to make his laptop appear as a pumping sta-
tion. During a 3-month period the attacker caused more than 750,000 gallons of untreated
sewage water to be released into parks, rivers, and hotel grounds causing loss of marine life,
and jeopardising public health. The incident cost the city council $176,000 in repairs, moni-
toring, clean-ups and extra security, and the contractor company spent $500,000 due to the
incident [1520].

In the two decades since theMaroochy Shire attack there have been other confirmed attacks
on CPSs [1521, 1522, 1523, 1524, 1525, 1526, 1527, 1528, 1529]. However, no other attack has
demonstrated the new sophisticated threats that CPSs face like the Stuxnet worm (discov-
ered in 2010) targeting the Nuclear enrichment program in Natanz, Iran [718]. Stuxnet inter-
cepted requests to read, write, and locate blocks on a Programmable Logic Controller (PLC).
By intercepting these requests, Stuxnet was able to modify the data sent to, and returned
from, the PLC, without the knowledge of the PLC operator. The more popular attack variant
of Stuxnet consisted in sending incorrect rotation speeds tomotors powering centrifuges en-
riching Uranium, causing the centrifuges to break down so that they needed to be replaced.
As a result, centrifuge equipment had to be replaced regularly, slowing down the amount of
enriched Uranium the Natanz plant was able to produce.

Two other high-profile confirmed attacks on CPSs were the December 2015 and 2016 at-
tacks against the Ukrainian power grid [1530, 1531]. These attacks caused power outages and
clearly illustrate the evolution of attack vectors. While the attacks in 2015 leveraged a remote
access program that attackers had on computers in the SCADA systems of the distribution
power companies, and as such a human was involved trying to send malicious commands,
the attacks in 2016 were more automated thanks to the Industroyer malware [1532] which
had knowledge of the industrial control protocols these machines use to communicate and
could automatically craft malicious packets.

The most recent example in the arms race of malware creation targeting control systems
1There are prior reported attacks on control systems [1518] but there is no public information corroborating

these incidents and the veracity of some earlier attacks has been questioned.
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is the Triton malware [1533] (discovered in 2017 in the Middle-East) which targeted safety
systems in industrial control systems. It was responsible for at least one process shutting
down. Stuxnet, Industroyer, and Triton demonstrate a clear arms race in CPS attacks believed
to be state sponsored. These attacks will have a profound impact on the way cyber-conflicts
evolve in the future and will play an essential part in how wars may be waged, as we discuss
in the last section of this chapter.

19.2 CROSSCUTTING SECURITY
[1534, 1535, 1536]

The first step for securing CPS is to identify the risks that these systems may have, and then
prioritise how to address these risks with a defence-in-depth approach. Risk assessment
consists of identifying assets in a CPS [1537], understanding their security exposure, and im-
plementing countermeasures to reduce the risks to acceptable levels [1478, 1538, 1539, 1540,
1541]. Penetration testing is perhaps the most common way to understand the level of risk
of the system and can be used to design a vulnerability management and patching strategy.
The supply chain is also another risk factor, discussed further in the Risk Management &
Governance Knowledge Area (Chapter 2).

One new area in CPSs is to identify the actuators or sensors that give the attacker maximum
controlability of the CPS if they are compromised [1495, 1542, 1543, 1544, 1545] and then
prioritise the protection of these devices.

Once the risks have been identified, a general defence-in-depth approach includes prevention,
detection, andmitigationmechanisms. In this sectionwe look at crosscutting security efforts
to prevent, detect, andmitigate attacks, and the next sectionwill look at specificCPSdomains
such as the power grid and intelligent transportation systems. This section is divided in three
parts (1) preventing attacks (Section 19.2.1), (2) detecting attacks (Section 19.2.2), and (3)
mitigating attacks (Section 19.2.3).

19.2.1 Preventing Attacks
The classical way to protect the first computer-based control systems was to have them
isolated from the Internet, and from the corporate networks of the asset owners. As business
practices changed, and efficiency reasons createdmore interconnections of control systems
with other information technology networks, the concept of sub-network zone isolation was
adopted by several CPS industries, most notably in the nuclear energy sector. This network
isolation is usually implemented with the help of firewalls and data diodes [1546].

On the other hand, there are several ways to break the air gap, including insider attacks, or
adding new connectivity to the network via mobile devices. Therefore, to prevent attacks in
modern CPSs, designers and developers have to follow the same best security practices as
classical IT systems; i.e., they need to follow a secure development life cycle to minimise
software vulnerabilities, implement access control mechanisms, and provide strong crypto-
graphic protections along with a secure key management system [1547].

While the best security practices of classical IT systems can give the necessary mechanisms
for the security of control systems, thesemechanismsalone are not sufficient for the defence-
in-depth of CPSs. In this section we will discuss how, by understanding the interactions of
the CPS system with the physical world, we should be able to

KA Cyber-Physical Systems Security | October 2019 Page 618

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

1. better understand the consequences of an attack.

2. design novel attack-detection algorithms.

3. design new attack-resilient algorithms and architectures.

In the rest of this subsection we will focus on illustrating the challenges for implementing
classical IT security best practices in CPSs, including the fact that several CPSs are com-
posed of legacy systems, are operated by embedded devices with limited resources, and
face new vulnerabilities such as analogue attacks.

Securing Legacy Systems: The life cycle of CPS devices can be an order of magnitude larger
than regular computing servers, desktops, or mobile systems. Consumers expect that their
cars last longer than their laptops, hospitals expect medical equipment to last over a decade,
the assets of most industrial control systems last for at least 25 years [1548], and most of
these deviceswill not be replaced until they are fully depreciated. Someof these deviceswere
designed and deployed assuming a trusted environment that no longer exists. In addition,
even if these devices were deployed with security mechanisms at the time, new vulnerabili-
ties will eventually emerge and if the devices are no longer supported by the manufacturer,
then they will not be patched. For example, after the Heartbleed vulnerability was discov-
ered, major manufacturers pushed updates to mitigate this problem; however most embed-
ded devices monitoring or controlling the physical world will not be patched (patching some
safety-critical systemsmight even violate their safety certification). So even if a vendor used
OpenSSL to create a secure communication channel between CPS devices originally, they
also need to consider supporting the device over a long-time frame.

Therefore, to prevent attacks in CPSs we have to deal with (1) designing systems where se-
curity can be continuously updated, and (2) retrofitting security solutions for existing legacy
systems [1549].

Some devices cannot be updated with these new secure standards, and therefore a popu-
lar way to add security to legacy networks is to add a bump-in-the-wire [1550]. Typically a
bump-in-the-wire is a network appliance that is used to add integrity, authentication, and con-
fidentiality to network packets exchanged between legacy devices. The legacy device thus
sends unencrypted and unauthenticated packets and the network appliance will tunnel them
over a secure channel to another bump-in-the-wire system at the other end of the commu-
nication channel that then removes the security protections and gives the insecure packet
to the final destination. Note that a bump-in-the-wire can only protect the system from un-
trusted parties on a network, but if the end-point is compromised, a bump-in-the-wire won’t
be effective.

A similar concept has been proposed for wireless devices like implantable medical devices.
Because someof thesewireless devices communicate over insecure channels, attackers can
listen or inject malicious packets. To prevent this, a wireless shield [1551] can be used near
the vulnerable devices. The wireless shield will jam any communication attempt to the vul-
nerable devices except the ones from devices authorised by the owner of the shield. Wireless
shields have also been proposed for other areas, such as protecting the privacy of consumers
using BLE devices [1552]. Because of their disruptive nature, it is not clear if wireless shields
will find practical applications in consumer applications.

Lightweight Security: While several embedded devices support classical cryptography, for
some devices the performance of cryptographic algorithms in terms of energy consumption,
or latency, may not be acceptable [1553]. For symmetric cryptography, NIST has plans for the
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standardisation of a portfolio of lightweight cryptographic algorithms [1554] and the current
CAESARcompetition for an authenticated-encryption standard is evaluating the performance
of their submissions in resource-constrained devices [1555]. For public-key algorithms, Ellip-
tic Curve Cryptography generally offers the best balance of performance and security guar-
antees, but other lightweight public-key algorithms might be more appropriate depending on
the requirements of the system [1556]. When it comes to exploit mitigation, the solutions are
less clear. Most deeply embedded devices do not have support for data execution prevention,
address space layout randomisation, stack canaries, virtual memory support, or cryptograph-
ically secure random number generators. In addition system-on-chip devices have no way to
expand their memory, and real-time requirements might pose limitations on the use of vir-
tual memory. However, there are some efforts to give embedded OS better exploit mitigation
tools [1557].

Secure Microkernels: Another OS security approach is to try to formally prove the security
of the kernel. The design of secure operating systems with formal proofs of security is an
effort dating back to the Orange Book [1031]. Because the increasing complexity of code in
monolithic kernels makes it hard to prove that operating systems are free of vulnerabilities,
microkernel architectures that provide aminimal core of the functionality of an operating sys-
tem have been on the rise. One example of such a system is the seL4 microkernel, which is
notable because several security properties have been machine-checked with formal proofs
of security [1049]. DARPA’s HACMS program [1558] used this microkernel to build a quad-
copter with strong safety and security guarantees [1558].

Preventing Transduction Attacks:As introduced in the previous section, transduction attacks
represent one of the novel ways in which CPS security is different from classical IT security.
Sensors are transducers that translate a physical signal into an electrical one, but these sen-
sors sometimes have a coupling between the property they want to measure, and another
analogue signal that can be manipulated by the attacker. For example, sound waves can
affect accelerometers in wearable devices and make them report incorrect movement val-
ues [1559], and radio waves can trick pacemakers into disabling pacing shocks [1560]. Secu-
rity countermeasures to prevent these attacks include the addition of better filters in sensors,
improved shielding from external signals, anomaly detection, and sensor fusion [1511]. Some
specific proposals include: drilling holes differently in a circuit board to shift the resonant
frequency out of the range of the sensor, adding physical trenches around boards containing
speakers to reduce mechanical coupling, using microfiber cloths for acoustic isolation, im-
plementing low-pass filters that cut-off coupled signals, and secure amplifiers that prevent
signal clipping [1510, 1559].

19.2.2 Detecting Attacks
Detecting attacks can be done by observing the internal state of a CPS device, by monitor-
ing the interaction among devices to spot anomalous activities, or even using out-of-band
channels.

In the first category, Remote Attestation is a field that has received significant attention for
detecting malware in embedded systems because they usually do not have strong malware
protections themselves [1561, 1562, 1563, 1564]. Remote attestation relies on the verification
of the current internal state (e.g., RAM) of an untrusted device by a trusted verifier. There are
three variants of remote attestation: software-based attestation, hardware-assisted attesta-
tion, and hybrid attestation. Software-based attestation does not rely on any special security
hardware in the device, but it has weak security guarantees and usually requires wireless
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range between the verifier and the device being checked. In contrast, hardware-based attes-
tation (e.g., attestation with the support from a TPM, TrustZone or SGX) provides stronger
security, but requires dedicated secure hardware in CPSs devices, which in turn increases
their cost, which might not be affordable in some low-end embedded systems. Hybrid ap-
proaches attempt to find a middle ground by reducing the secure hardware requirements
while overcoming the security limitations of pure software-based approaches [1425, 1565].
The minimal secure hardware requirements include a secure place to store the secret key,
and safe code that has exclusive access to that key. A challenge for hybrid attestation is the
fact that it needs to be non-interruptible and atomic (it has to run from the beginning to the
end), and the (so far) relatively long (5-7 seconds [1425, 1565]) secure measurement of em-
bedded memory might not be applicable for safety-critical real-time applications. In addition
to academic work, industry is also developing standards to enhance the security of embed-
ded systems with minimal silicon requirements. For example, the Trusted Computing Group
(TCG) Device Identifier Composition Engine (DICE) is working on combining simple hardware
capabilities to establish strong identity, attest software, and security policy, and assist in de-
ploying software updates. We finalise our description of attestation by pointing out that most
of the practical proposals for attestation work for initialisation, but building practical run-time
attestation solutions remains a difficult challenge.

Network Intrusion Detection: The second category of solutions for detecting attacks relies
on monitoring the interactions of CPS devices. In contrast with classical IT systems, where
simple Finite-State models of network communications will fail, CPSs exhibit comparatively
simpler network behaviour: servers change less frequently, there is a more stable network
topology, a smaller user population, regular communication patterns, and networks host a
smaller number of protocols. Therefore, intrusion detection systems, anomaly detection al-
gorithms, and white listing access controls are easier to design and deploy than in classical
IT systems [1566]. If the CPS designer can give a specification of the intended behaviour of
the network, then any non-specified traffic can be flagged as an anomaly [1567]. Because
most of the communications in CPS networks are between machines (with no human inter-
vention), they happen automatically and periodically, and given their regularity, these com-
munication patterns may be captured by finite state models like Deterministic Finite Au-
tomata [1568, 1569] or via Discrete-Time Markov Chains [1570, 1571]. While network speci-
fication is in general easier in CPS environments when compared to IT, it is still notoriously
difficult to maintain.

Physics-Based Attack Detection: The major distinction of control systems with respect to
other IT systems is the interaction of the control system with the physical world. In contrast
to work in CPS intrusion detection that focuses on monitoring “cyber” patterns, another line
of work studies how monitoring sensor (and actuation) values from physical observations,
and control signals sent to actuators, can be used to detect attacks; this approach is usu-
ally called physics-based attack detection [1535]. The models of the physical variables in the
system (their correlations in time and space) can be purely data-driven [1572], or based on
physical models of the system [1495]. There are two main classes of physical anomalies:
historical anomalies and physical-law anomalies.

Historical Anomalies: identify physical configuration we have not seen before. A typical ex-
ample is to place limits on the observed behaviour of a variable [1573]. For example if during
the learning phase, a water level in a tank is always between 1m and 2m, then if the water
level ever goes above or below these values we can raise an alert. Machine learning models
of the historical behaviour of the variables can also capture historical correlations of these
variables. For example, they can capture the fact that when the tank of a water-level is high,
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the water level of a second tank in the process is always low [1574]. One problem with histor-
ical anomalies is that they might generate a large number of false alarms.

Physical-Law Anomalies: A complementary approach to historical observations that may
have fewer false alarms, is to create models of the physical evolution of the system. For
example we have a sensor that monitors the height of a bouncing ball, then we know that
this height follows the differential equations from Newton’s laws of mechanics. Thus, if a
sensor reports a trajectory that is not plausible given the laws of physics, we can immediately
identify that something is not right with the sensor (a fault or an attack). Similarly, the physical
properties of water systems (fluid dynamics) or the power grid (electromagnetic laws) can be
used to create time seriesmodels thatwe can then use to confirm that the control commands
sent to the field were executed correctly and that the information coming from sensors is
consistent with the expected behaviour of the system. For example, if we open an intake
valve we should expect that the water level in the tank should rise, otherwise we may have
a problem with the control, actuator, or the sensor. Models of the physical evolution of the
system have been shown to be better at limiting the short-term impact of stealthy attacks
(i.e., attacks where the attacker creates a malicious signal that is within the margin of error
of our physical models) [1575]. However, if the attack persists for a long time and drives
the system to an unsafe region by carefully selecting a physically plausible trajectory, then
historical models can help in detecting this previously unseen state [1576].

In addition to the physics of the system being controlled, devices (such as actuators) have
dynamics as well, and these physical properties can also be used to monitor the proper be-
haviour of devices [1577].

Out-of-band Detection: Another way to passively monitor the physical system is through
out-of-band channels [1578]. For example, Radio Frequency-based Distributed Intrusion De-
tection [1579] monitors radio frequency emissions from a power grid substation in order to
check if there are malicious circuit breaker switching, transformer tap changes, or any acti-
vation of protecting relays without the direct request sent from the SCADA server. The basic
idea is to correlate control commands sent by the SCADA server, with the radio frequency
emissions observed in the substation. A potential drawback with this approach is that attack-
ers can launch RF attacksmimicking the activation of a variety of electric systems, which can
lead to security analysts losing confidence in the veracity of the alerts.

Active Detection: In addition to passively monitoring a CPS, an intrusion detection sys-
tem can actively query devices to detect anomalies in how devices respond to these re-
quests [1580]. In addition to a network query, the intrusion detection system can also send aphysical challenge to change the system’s physical behaviour. This approach is also known
as physical attestation [1574, 1581, 1582], where a control signal is used to alter the physical
world, and in response, it expects to see the changes done in the physical world reflected in
the sensor values. For example, we can send signals to change the network topology of the
power grid to see if the sensors report this expected change [1583], use a change in the field
of vision of a camera to detect hacked surveillance cameras [1584], or use a watermarking
signal in a control algorithm [1585]. The concept of active detection is related to research onmoving target defence applied to cyber-physical systems [1586, 1587, 1588, 1589]. However,
both active detection and moving target defence might impose unnecessary perturbations
in a system by their change of the physical world for security purposes. Therefore, these
techniques might be too invasive and costly. Consequently, the practicality of some of these
approaches is uncertain.
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19.2.3 Mitigating Attacks
Most of the efforts for mitigating faults in CPSs have focused on safety and reliability (the
protection of the system against random and/or independent faults). Attack mitigation is
an extension of safety and reliability protections for when the faults in the systems are not
created at random by nature, but by an adversary.

Attack mitigation is related to the concept of resilient control systems, defined as those
that maintain state awareness and an accepted level of operational normalcy in response to
disturbances, including threats of an unexpected and malicious nature [1590].

There are two main types of mitigating technologies: i) proactive and ii) reactive. Proactive
mitigation considers design choices deployed in the CPS prior to any attack. On the other
hand, reactive responses only take effect once an attack has been detected, and they re-
configure the system online in order to minimise the impact of the attack. We first describe
proactive approaches.

Conservative Control: One of the first ideas for mitigating the impact of attacks was to op-
erate the system with enough safety margins so that if an attack ever occurred, it would be
harder for the attacker to reach an unsafe region. One intuitive idea for this type of control
algorithm is to use Multi-Party Computation (MPC) to design a control strategy that predicts
that an attackwill happen starting at the next time step [1502], and therefore plans an optimal
control action that will attempt to keep the system safe if the attack happens. Operating a
CPS conservatively usually comes at the cost of suboptimal operation and extra costs when
the system is not under attack.

Resilient Estimation:Resilient estimation algorithms attempt to obtain this state of a system,
even if a subset of sensors is compromised [1591, 1592]. The basic idea is to use the knowl-
edge of a CPS and the correlations of all sensor values. With enough redundancy in sensor
measurements, a resilient estimation algorithm can reject attempted attacks and still obtain
an accurate state estimate. This idea is similar to error correcting codes in information the-
ory, where a subset of the bits transmitted can be corrupted, but the error correcting code
reconstructs the original message. The drawback, however, is that not all CPSs will have a
variety of correlated sensors to check the consistency of others, so this approach depends
on the properties of the system.

Sensor Fusion: Resilient estimation algorithms usually assume a variety of multi-modal sen-
sors to achieve their security guarantees. This is also the idea behind sensor fusion, where
sensors of different types can help “confirm” the measurement of other sensors [1593, 1594,
1595]. A basic example of sensor fusion in automotive systems is to verify that both the
LiDAR readings and the camera measurements report consistent observations.

Virtual Sensors:Whenwe use physical-laws anomaly detection systems, we have, in effect, a
model of the physical evolution of the system. Therefore, one way to mitigate attacks on the
sensors of a CPS is to use a physical model of the system to come up with the expected sen-
sor values that can then be provided to the control algorithm [1495, 1576, 1596]. By removing
a sensor value with its expected value obtained from the system model, we are effectively
controlling a system using open-loop control, whichmight work in the short-term, but may be
risky as a long-term solution, as all physical models are not perfect, and the error between
the real-world and the model simulation can increase over time. Another important consid-
eration when designing virtual sensors as an attack-response mechanism, is to evaluate the
safety of the system whenever the system is activated due to a false alarm [1495].
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Constraining Actuation: A similar principle of operating conservatively is to physically con-
strain the actuators of a CPS so that if the attacker ever succeeds in gaining access to the
system, it is restricted in how fast it can change the operation of the system. This approach
can guarantee, for example, the safety of vehicle platooning systems, even when the attacker
has complete control of one of the vehicles [1597].

Inertial Resets: Another idea to mitigate attacks is to reset and diversify the system as
frequently as possible so that attackers are unable to gain persistent control of the sys-
tem [1598, 1599]. The basic idea is that a full software reset of the system will make the
system boot again in a trusted state, eliminating the presence of an attacker. This requires
the system to have a trusted computing base that can boot the system in a secure state
where the malware is not loaded yet. However, turning off a system that is in operation is a
potentially dangerous action, and it is not clear if this proposal will be practical.

Reactive Control Compensation: When sensors or controllers are under attack, new actions
are generated in order to maintain the safety of the system. Inspired by the literature on fault-tolerant control, one idea is to attempt to estimate the attack signal, and then generate a
compensating action to eliminate it [1600]. The problemwith this approach is that it does not
consider strategic adversaries; however game-theoretic approaches can address that limita-
tion. In game-theoretic models, an attacker compromises a set of control signals uak ∈ Rma

and the defender uses the remaining controllers udk ∈ Rmd to deploy a defence action. The
game between the attacker and the defender can be simultaneous (zero-sum or minimax
game) [1601, 1602, 1603] or sequential (e.g., Stackelberg game) [1604, 1605, 1606]. One of
the challenges with game theory is that, in order to model and prove results, the formulation
needs to be simplified, and in addition, models need to add a number of extra assumptions
that might not hold in practice.

Safe Control Actions: Another reactive approach is to change or even prevent a potentially
malicious control action from acting on the system. The idea of having a High Assurance
Controller (HAC) as a backup to a High Performance Controller (HPC) predates work on CPS
security, and was proposed as a safety mechanism to prevent complex and hard-to verify
HPCs from driving the system to unsafe states [1607]. A more recent and security-oriented
approach is to use the concept of a reference monitor to check if the control action will result
in any unsafe behaviour before it is allowed to go into the field [1504]. The proposed approach
depends on a controller of controllers (C2), whichmediates all control signals sent by the con-
troller to the physical system. In particular, there are three main properties that C2 attempts
to hold: 1) safety (the approach must not introduce new unsafe behaviours, i.e., when oper-
ations are denied the ‘automated’ control over the plant, it should not lead the plant to an
unsafe behaviour); 2) security (mediation guarantees should hold under all attacks allowed
by the threat model); and 3) performance (control systems must meet real-time deadlines
while imposing minimal overhead).

All the security proposals for preventing, detecting, and responding to attacks presented in
this section are generally applicable to CPSs. However, there are unique properties of each
CPS application that canmake a difference in how these solutions are implemented. Further-
more, some unique properties of a particular CPS domain can lead to new solutions (such as
the touch-to-access principle proposed for implantable medical devices [1608]). In the next
section we change focus from general and abstract CPS descriptions, to domain-specific
problems and solutions.
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19.3 CPS DOMAINS
[1534, 1609, 1610, 1611, 1612, 1613, 1614, 1615]

Having presented general principles for securing CPSs, in this section we discuss domain-
specific security problems for CPSs. In particular we focus on industrial control systems,
electrical power grids, transportation systems, vehicles, robots, medical devices, and con-
sumer IoT.

19.3.1 Industrial Control Systems
Industrial control systems represent a wide variety of networked information technology sys-
tems connected to the physical world [1616]. Depending on the application, these control
systems are also called Process Control Systems (PCSs) in the chemical industry, or Dis-
tributed Control Systems (DCSs) if the devices used for supervision and control are procured
using a monolithic architecture.

Control systems are usually composed of a set of networked agents, consisting of sensors,
actuators, control processing units such as Programmable Logic Controllers (PLCs), Remote
Terminal Units (RTUs), and communication devices. For example, the oil and gas industry
uses integrated control systems to manage refining operations at plant sites, remotely moni-
tor the pressure and flow of gas pipelines, and control the flow and pathways of gas transmis-
sion. Water utilities can remotely monitor well levels and control the wells’ pumps; monitor
flows, tank levels, or pressure in storage tanks; monitor pH, turbidity, and chlorine residual;
and control the addition of chemicals to the water.

Figure 19.5: Bottom Layers of Industrial Control Systems [1469].

Control systemshave a layered hierarchy [1466], which can be used for network segmentation
and to ensure access control. Figure 19.5 shows an illustration of the lower layers of this
hierarchy.

The top layers operate using mostly traditional Information Technology: computers, operat-
ing systems, and related software. They control the business logistic system, which man-
ages the basic plant production schedule, material use, shipping and inventory levels, and
also plant performance, and keep data historians for data-driven analytics (e.g., predictive
maintenance).

The supervisory control layer is where the Supervisory Control and Data Acquisition (SCADA)
systems and other servers communicate with remote control equipment like Programmable
Logic Controllers (PLCs) and Remote Terminal Units (RTUs). The communication between
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servers in a control room and these control equipment is done via a Supervisory Control
Network (SCN).

Regulatory control is done at the lower layer, which involves instrumentation in the field, such
as sensors (thermometers, tachometers, etc.) and actuators (pumps, valves, etc.). While tra-
ditionally this interface has been analogue (e.g., 4-20 milliamperes), the growing numbers of
sensors and actuators as well as their increased intelligence and capabilities, has given rise
to new Field Communication Networks (FCNs) where the PLCs and other types of controllers
interface with remote Input/Output boxes or directly with sensors and actuators using new
Ethernet-based industrial protocols like ENIP and PROFINET, and wireless networks likeWire-
lessHART. Several ring topologies have also been proposed to avoid a single point of failure
for these networks, such as the use of Device Level Ring (DLR) over ENIP.

SCN and FCN networks represent Oblivious Transfer (OT) networks, and they have different
communication requirements and different industrial network protocols.While SCN can toler-
ate delays of up to the order of seconds, FCN typically require an order of magnitude of lower
communication delays, typically enabling communications between devices with a period of
400 us.

Intrusion detection is a popular research topic for protecting control systems, and this in-
cludes using network security monitors adapted to industrial protocols [1566, 1568, 1569,
1570, 1571, 1617, 1618], and physics-based anomaly detection [1495, 1572, 1573, 1575, 1619,
1620]. The layer where we monitor the physics of the system can have a significant impact
on the types of attacks that can be detected [1621].

In particular the adversary can compromise and launch attacks from (1) SCADA
servers [1622], (2) controllers/PLCs [1623], (3) sensors [1494], and (4) actuators [1624], and
each of these attacks can be observable at different layers of the system.

Most of the work on network security monitoring for industrial control systems has deployed
network intrusion detection systems at the SCN. However, if an anomaly detection system
is only deployed in the supervisory control network then a compromised PLC can send ma-
nipulated data to the field network, while pretending to report that everything is normal back
to the supervisory control network. In the Stuxnet attack, the attacker compromised a PLC
(Siemens 315) and sent a manipulated control signal ua (which was different from the origi-
nal u, i.e., ua 6= u). Upon reception of ua, the frequency converters periodically increased and
decreased the rotor speeds well above and below their intended operation levels. While the
status of the frequency converters y was then relayed back to the PLC, the compromised PLC
reported a manipulated value ya 6= y to the control centre (claiming that devices were oper-
ating normally). A similar attack was performed against the Siemens 417 controller [1623],
where attackers captured 21 seconds of valid sensor variables at the PLC, and then replayed
them continuously for the duration of the attack, ensuring that the data sent through the SCN
to the SCADAmonitorswould appear normal [1623]. A systematic study of the detectability of
various ICS attacks (controller, sensor, or actuator attacks) was given by Giraldo et al. [1621],
and the final recommendation is to deploy system monitors at the field network, as well as
at the supervisory network, and across different loops of the control system.

In addition to attack detection, preventing the system from reaching unsafe states is also
an active area of research [1504, 1625, 1626, 1627, 1628]. The basic idea is to identify that
a control action can cause a problem in the system, and therefore a reference monitor will
prevent this control signal from reaching the physical system. Other research areas include
the retrofitting of security in legacy systems [1549, 1629], and malware in industrial control
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devices [1630, 1631]. A concise survey of research in ICS security was given by Krotofil and
Gollmann [1632], and reviews of state-of-the-art practices in the field of ICS security include
the work of Knowles et al. and Cherdantseva et al. [1541, 1633].

A problem for studying industrial control systems is the diversity of platforms, including the
diversity of devices (different manufacturers with different technologies) and applications
(water, chemical systems, oil and gas, etc.). Therefore one of the big challenges in this space
is the reproducibility of results and the generality of industrial control testbeds [1634].

19.3.2 Electric Power Grids
At the turn of the century, the US National Academy of Engineering selected the top 20 engi-
neering achievements of the twentieth century (the achievements that most improved peo-
ple’s quality of life) and at the top of this list, was the power grid [1635]. In the approximately
140 years since their inception, electric grids have extended transmission lines to 5 billion
people around the world, bringing light, refrigeration, and many other basic services to peo-
ple across the globe.

The power grid has three major parts: (1) generation, (2) transmission, and (3) distribution.
Electric power is generated wherever it is convenient and economical, and then it is transmit-
ted at high voltages (100kV-500kV) in order to minimise energy losses—electrical power is
equal to voltage times electrical current (P = V I), (and given a constant power, high voltage
lines have less electrical current), and therefore there is less energy lost as heat as the current
moves through the transmission lines. Geographically, a distribution system is located in a
smaller region thereby energy losses are less of a concernwhile safety (preventing accidents,
fires, electrocutions, etc.) is more important, therefore they are operated at lower voltages.

The transmission system is an interconnected, redundant network that spans large regions
(usually one country). Large generation plants and the transmission network (the first two
parts of the power grid) are usually referred to as the Bulk Power System, and this bulk power
system is responsible for the reliable delivery of electricity to large areas. A disruption in
the bulk power grid can cause a country-level blackout that would require several days of
a blackstart period to restart the system. In contrast, distribution systems (the third part of
the grid) are much smaller, their networks are radial (non-redundant), and a failure in their
system usually only causes a localised outage (e.g., a blackout in a neighborhood). This is
the reason most government and industry efforts have prioritised the creation of standards
for security in the bulk power system [1611].

One of the most popular lines of work related to the security of power systems is the study
of false data injection attacks in order to cause the algorithms in the power grid to misbe-
have. The most popular of this type of attacks are the false data injection attacks against
state estimation. In the power grid, operators need to estimate the phase angles xk from the
measured power flow yk in the transmission grid. As mentioned in the section about CPS
safety, bad data detection algorithms were meant to detect random sensor faults, not strate-
gic attacks, and as Liu et al. [1494, 1636] showed, it is possible for an attacker to create false
sensor signals that will not raise an alarm (experimental validation in software used by the
energy sector was later confirmed [1637]). There has been a significant amount of follow
up research focusing on false data injection for state estimation in the power grid, includ-
ing the work of Dán and Sandberg[1638], who study the problem of identifying the best k
sensors to protect in order to minimise the impact of attacks, and Kosut et al. [1639], who
consider attackers trying tominimise the error introduced in the estimate, and defenderswith
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a new detection algorithm that attempts to detect false data injection attacks. Further work
includes [1543, 1583, 1640, 1641, 1642].

19.3.2.1 Smart Grids

While the current power grid architecture has served well for many years, there is a growing
need to modernise the world’s electric grids to address new requirements and to take ad-
vantage of the new technologies. This modernisation includes the integration of renewable
sources of energy, the deployment of smart meters, the exchange of electricity between con-
sumers and the grid, etc. Figure 19.6 illustrates some of these concepts. The rationale for
modernising the power grid includes the following reasons:
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Figure 19.6: Modernization of the power grid [1643].

Efficiency: One of the main drivers of the smart grid programs is the need to make more
efficient use of the current assets. The peak demand for electricity is growing every year and
so utility companies need to spend more money each year in new power plants and their
associated infrastructures. However, the peak demand is only needed 16% of the time and
so the equipment required to satisfy this peak demand will remain idle for the rest of the
time.

One of the goals for the smart grid is to change the grid from load following to load shaping
by giving incentives to consumers for reducing electricity consumption at the times of peak
demand. Reducing peak demand – in addition to increasing the grid stability – can enable
utilities to postpone or avoid the construction of new power stations. The control or incentive
actions used to shape the load is usually called Demand Response.
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Efficiency also deals with the integration of the new and renewable generation sources, such
as wind and solar power with the aim of reducing the carbon footprint.

Reliability:The secondmain objective ofmodernising the power grid is reliability, especially at
the distribution layer (the transmission layer is more reliable). By deploying new sensors and
actuators throughout the power grid, operators can receive real-time, fine-grained data about
the status of the power grid, that enables better situational awareness, faster detection of
faults (or attacks), and better control of the system, resulting in fewer outages. For example,
the deployment of smart meters is allowing distribution utilities to automatically identify the
location and source of an outage.

Consumer choice: The third objective is to address the lack of transparency the current power
grid provides to consumers. Currently, most consumers receive only monthly updates about
their energy usage. In general, consumers do not know their electricity consumption and
prices that they are paying at different times of the day. They are also not informed about
other important aspect of their consumption such as the proportion of electricity that was
generated through renewable resources. Such information can be used to shape the usage
pattern (i.e., the load). One of the goals of the smart grid is to offer consumers real-time data
and analytics about their energy use. Smart appliances and energymanagement systemswill
automate homes and businesses according to consumer preferences, such as cost savings
or by making sure more renewable energy is consumed.

To achieve these objectives, the major initiatives associated with the smart grid are the ad-
vancedmetering infrastructure, demand response, transmission and distribution automation,
distributed energy resources, and the integration of electric vehicles.

While modernising the power grid will bring many advantages, it can also create new threat
vectors. For example, by increasing the amount of collected consumer information, new
forms of attack will become possible [1644]. Smart grid technologies can be used to infer
the location and behaviour of users including if they are at home, the amount of energy that
they consume, and the type of devices they own [1645, 1646]).

In addition to new privacy threats, another potential new attack has been referred to as load-altering attack. Load-altering attacks have been previously studied in demand-response sys-
tems [1647, 1648, 1649, 1650, 1651, 1652]. Demand-response programs provide a newmecha-
nism for controlling the demand of electricity to improve power grid stability and energy effi-
ciency. In their basic form, demand-response programs provide incentives (e.g., via dynamic
pricing) for consumers to reduce electricity consumption during peak hours. Currently, these
programsaremostly used by large commercial consumers and government agenciesmanag-
ing large campuses and buildings, and their operation is based on informal incentive signals
via phone calls by the utility or by the demand-response provider (e.g., a company such as
Enel X) asking the consumer to lower their energy consumption during the peak times. As
these programs becomemore widespread (targeting residential consumers) and automated
(giving utilities or demand-response companies the ability to directly control the load of their
customers remotely) the attack surface for load-altering attacks will increase. The attacks
proposed consider that the adversary has gained access to the company controlling remote
loads and can change a large amount of the load to affect the power system and cause either
inefficiencies to the system, economic profits for the attacker, or potentially cause enough
load changes to change the frequency of the power grid and cause large-scale blackouts.
Demand-response systems can be generalised by transactive energy markets, where pro-sumers (consumers with energy generation and storage capabilities) can trade energy with
each other, bringing their own privacy and security challenges [1653].
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More recently Soltan et al. [1654] studied the same type of load-altering attacks but when the
attacker creates a large-scale botnet with hundreds of thousands of high-energy IoT devices
(such as water heaters and air conditioners). With such a big botnet the attacker can cause
(i) frequency instabilities, (ii) line failures, and (iii) increased operating costs. A followup work
by Huang et al. [1655] showed that creating a system blackout—which would require a black
start period of several days to restart the grid—or even a blackout of a large percentage of the
bulk power grid can be very difficult in part because the power grid has several protections
to load changes, including under-frequency load shedding.

19.3.3 Transportation Systems and Autonomous Vehicles
Modern vehicular applications leverage ubiquitous sensing and actuation capabilities to im-
prove transportation operations [1656] thanks to technologies such as smart phones [1657],
participatory sensing [1658], and wireless communication networks [1659]. Modern function-
alities include Traffic flow control with ramp metering at freeway on-ramps and signal tim-
ing plans at signalised intersections to reduce congestion; Demand management which fo-
cuses on reducing the excess traffic during peak hours; Incident management which targets
resources to alleviate incident hot spots; and Traveler information which is used to reduce
traveler buffer time, i.e., the extra time the travelers must account for, when planning trips.

While this large-scale collection of sensor data can enable various societal advantages, it
also raises significant privacy concerns. To address these emerging privacy concerns from
sensor data, many techniques have been proposed, including differential privacy [526].

Although privacy is an important concern for these systems, it is unfortunately not the only
one. Widespread vulnerabilities such as those from traffic sensors [1529, 1660, 1661] can
be readily exploited [1662, 1663, 1664, 1665]. For example, Wang et al. [1664] showed that
attackers can inject false data in crowdsourced services to cause false traffic congestion
alarms and fake accidents, triggering the services to automatically reroute traffic.

Similar problems can be found on commercial flights. Not only are airplanes being mod-
ernised while introducing potentially new attack vectors by attempting to attack avionic sys-
tems through the entertainment network [1666] but air traffic systems might also be vulner-
able to attacks. A new technology complementing (or potentially replacing) radar systems
is the Automatic Dependent Surveillance-Broadcast (ADS-B) system. ADS-B consists of air-
planes sharing their GPS coordinates with each other and with air traffic control systems, but
these systems are currently unauthenticated and unencrypted, posing security and privacy
problems [1667].

19.3.3.1 Ground, Air, and Sea Vehicles

Software problems in the sensors of vehicles can cause notorious failures, as the Ariane 5
rocket accident [1668], which was caused by software in the inertial navigation system shut
down causing incorrect signals to be sent to the engines. With advances in manufacturing
and modern sensors, we are starting to see the proliferation of Unmanned Vehicles (UVs) in
the consumer market as well as across other industries. Devices that were only available to
government agencies have diversified their applications ranging from agricultural manage-
ment to aerial mapping and freight transportation [1669]. Out of all the UVs available in the
commercial market (aerial, ground and sea vehicles) unmanned aerial vehicles seem to be
the most popular kind with a projected 11.2 billion dollar global market by 2020 [1670].

The expansion of unmanned aerial vehicles has increased security and privacy concerns. In
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general, there is a lack of security standards for drones and it has been shown that they are
vulnerable to attacks that target either the cyber and/or physical elements [1613, 1671]. From
the point of view of privacy, drones can let users spy on neighbours [1672, 1673], and enable
literal helicopter parenting [1674].

Attacks remotely accessing someone else’s drone (e.g., a neighbour) to take photos or videos,
stealing drones wirelessly (e.g., an attacker in a vehicle can take over a drone and ask it to
follow the vehicle), and taking down a drone operated by someone else (which can lead to
charges like mishandling a drone in public, which in turn has resulted in reckless endanger-
ment convictions) [1500].

UVs have multiple sensors that aid them to assess their physical environments such as ac-
celerometers, gyroscopes, barometers, GPS and cameras.While reliance on sensor datawith-
out any form of validation has proven to be an effective trade-off in order to maintain the ef-
ficiency demands of real-time systems, it is not a sustainable practice as UVs become more
pervasive. Transduction attacks on sensors have shown that accelerometers, gyroscopes,
and even cameras used by drones for stabilisation can be easily attacked, causing the drone
to malfunction, crash, or even be taken over by the attacker [1512, 1559, 1675].

Even onmany operational warships, remotemonitoring of equipment is nowdonewith a hard-
wired LAN by systems such as the Integrated Condition Assessment System (ICAS) [1676].
ICAS are generally installed with connections to external Programmable Logic Controllers
(PLCs), which are used in Supervisory Control and Data Acquisition (SCADA) systems to di-
rect the movement of control equipment that performs actual manipulation of physical de-
vices in the ship such as propulsion and steering (rudder) devices [1676, 1677]. Therefore, the
secure operation of ships is highly related to the security of industrial control systems.

For ground vehicles, one of the areas of interest is the security of the Controller Area Network
(CAN). The CAN system is a serial broadcast bus designed by Bosch in 1983 to enable the
communication of Electrical Control Units (ECUs) in cars. Examples of ECUs include brake
systems, the central timing module, telematic control units, gear control, and engine control.
The CANprotocol, however, does not have any securitymechanism, and therefore an attacker
who can enter the CAN bus in a vehicle (e.g., through a local or remote exploit) can spoof
any ECU to ignore the input from drivers, and disable the brakes or stop the engine [1678].
Therefore, research has consideredways to retrofit lightweight securitymechanisms for CAN
systems [1679], or how to detect spoofed CAN messages based on the physical-layer char-
acteristics of the signal [1680] (voltage level profiles, timing, frequency of messages, etc.).
However, the security of some of these systems remains in question [1681].

Autonomous vehicles will also face new threats, for example, a malicious vehicle in an
automated platoon can cause the platoon to behave erratically, potentially causing acci-
dents [1682]. Finally, new functionalities like a remote kill-switch can be abused by attackers,
for example, an attacker remotely deactivated hundreds of vehicles in Austin, Texas, leaving
their owners without transportation [1683].
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19.3.4 Robotics and Advanced Manufacturing
Security inmanufacturing has been formany years a part of critical infrastructure security but,
as themanufacturing process becamemore sophisticated, the threats have increased. Wells
et al. [1614] give a high-level view about the concerns of this industry. They also mention that
quality control techniques traditionally used in the manufacturing industry can be leveraged
to detect attacks.

Attacks can target the structural integrity (scale, indent, or vertex) or material integrity
(strength, roughness, or color) of the manufactured products [1684]. Physical tests, for ex-
ample, non-destructive tests such as visual inspection, weight measure, dimensionmeasure,
3D laser scanning, interferometry, X-ray, CT, and destructive mechanical tests like employing
the tensile and yield properties of the material can help us in detecting attacks.

Robotic systems in automated assembly lines can also be used to create damaged parts or
cause safety problems [1685]. Safety accidents with robots date back to 1979, when a worker
at Ford motor company was killed by a robot. As pointed out by P.W. Singer, the Ford worker
might have been the first, but he would be far from the last, as robots have killed various other
people [1686]. Beyond manufacturing, robotic weapons also pose significant challenges. For
example, in 2007 a software glitch in an antiaircraft system sporting two cannons began
firing hundreds of high-explosive rounds, and by the time they were emptied, nine soldiers
were dead, and fourteen seriously injured [1686]. We will discuss later in this document how
new advances in CPSs may change the way nations wage future wars.

19.3.5 Medical Devices
Due to their safety and privacy risks, embedded medical devices are another CPS domain
that has received significant attention in the literature.

While not an attack, the software error of the Therac-25 is one of the most well-known classi-
cal examples of how software problems can harm and even kill people. The Therac-25 was
a computer-controlled radiation therapy machine that gave massive radiation overdoses to
patients resulting in deaths and injuries [1687]. Our concern here is if these problems are not
accidental but malicious?

Modern Implantable Medical Devices (IMDs) include pacemakers, defibrillators, neurostimu-
lators, and drug delivery systems. These devices can usually be queried and reprogrammed
by a doctor, but this also opens these devices up to security and privacy threats, in particular
when an attacker can impersonate the device used by the doctor to modify the settings of
IMDs.

Rushanan et al. [1615] and Camara et al. [1688] describe the types of adversaries that medi-
cal devices will be subject to, including the ability to eavesdrop all communication channels
(passive) or read, modify and inject data (active). In order to mitigate possible attacks in the
telemetry interface, they propose authentication (e.g., biometric, distance bounding, out of
band channels, etc.), and the use of an external wearable device that allows or denies ac-
cess to the medical device depending on whether this extra wearable device is present. In
addition to prevention, they also discuss attack detection by observing patterns to distinguish
between safe and unsafe behaviour.

In particular, a novel proposal to study proper authentication of the programmer with the IMD
is the touch-to-access principle [1608, 1689]. The basic idea is that the patient has a biometric
signal (such as the time between heart beats) that should only be available to other devices
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in direct contact with the patient. This “secret” information is then used by the programmer
and the IMD as a fuzzy password to bootstrap their security association.

A key challenge is to make sure that the biometric signal being used to give access via touch-to-access, is not remotely observable. However, heart beats can be inferred with side infor-
mation including a webcam [1690], and an infrared laser [1691].

Security goes beyond implantable devices. As healthcare computer and software infrastruc-
ture introduces new technology, the industry will need to increase its security efforts. Medical
data is a prime target for theft and privacy violations, and denial of service attacks in the form
of ransomware [1692].

19.3.6 The Internet of Things
Consumer Internet of Things (IoT) devices are found everywhere: in our houses as voice-
assistant devices, home automation smart devices, smart appliances, and surveillance sys-
tems; in healthcare as wearable technology including fitness devices and health-monitoring
devices; in education including Internet-connected educational children toys; and for enter-
tainment including remote controlled Wi-Fi devices.

As our lives become more dependent on these systems, their security has become an impor-
tant, growing concern. The security of these devices depends on the integrity of the software
and firmware they execute and the security mechanisms they implement.

New attack vectors make IoT devices attractive to criminals, like bad actors using vulnerable
IoT devices to orchestrate massive Distributed Denial of Service (DDoS) attacks (the Mirai
botnet) [682, 1693], attackers who compromised a fish tank to penetrate the internal network
of a casino [1694], or attackers demanding ransomware from a hotel so they could let their
guests enter their rooms [1522].

A large number of the IoT devices included in large IoT botnets [682, 1693] include Internet-
connected cameras. Internet-connected cameras have given rise to multiple reports of unau-
thorised access by attackers [1695], and video feeds of multiple cameras are openly avail-
able online and discoverable through IoT web indexing platforms like Shodan [1696], poten-
tially compromising the privacy of consumers who do not check the default configuration
mechanisms. The threats to IoT go beyond privacy fears and DDoS attacks. Vulnerabilities in
consumer IoT products including drones, IoT cameras, smart toys for children, and intimate
devices can lead not only to privacy invasions but also to physical damages (drones being
used to harm people), abuse, and harassment [1697]. Understanding the consequences of
these new type of physical and mental abuses will require the involvement of more social
scientists and legal scholars to help us define a framework on how to reason about them.

An area that has attracted significant attention from the research community is the security
of voice-activated digital assistants. For example, researchers leveraged microphone non-
linearities to inject inaudible voice commands to digital assistants [1514]. Other recent work
includes the use of new attacks like “voice squatting” or “voice masquerading” to take over
voice-controlled applications [1698]. For example the consumermight want to open the appli-
cation “Capital One”, but an attacker can make an application available called “Capital Won”
and the voice-controlled personal assistantmight open the second functionality. In the “voice
masquerading” attack, an attacker application might remain in control of the system and pre-
tend to be following the consumer’s commands to open other functionalities, while in reality
it is impersonating the desired functionalities.

KA Cyber-Physical Systems Security | October 2019 Page 633

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

Several of the security solutions for consumer IoT have proposed the idea of having a cen-
tralised IoT secure hub that mediates the communications between IoT devices in a home,
and the Internet [1699]. One of the problems of relying on an external device to mediate IoT
communications is that the connections between IoT device and the cloud servers may be
encrypted, and therefore this hub will need to make security decisions with encrypted traf-
fic [1700]. On the other hand, end-to-end encrypted communications can also prevent con-
sumers from auditing their IoT devices tomake sure they are not violating their privacy expec-
tations. One option to address this problem is to ask the vendor of the IoT device to disclose
their key (and rotate their key) to a trusted third party (called “auditor”) that can decrypt and
show the results to the owners of the data [1701].

In short, the proliferation of vulnerable IoT devices is raising new security and privacy
concerns, while making IoT devices attractive to attackers. Insecurities in these devices
range from insecure-by-design implementations (e.g., devices that have backdoors for trou-
bleshooting) to their inability to apply software updates to patch vulnerable firmware. One
of the biggest problems for improving the security of IoT and CPSs is that market forces do
not incentivise vendors to compete for better security. In the next section we will discuss the
causes of this lack of security and some potential solutions.

19.4 POLICY AND POLITICAL ASPECTS OF CPS SECURITY
[1686, 1702, 1703]

In this final section of the paper we summarise some of the industry- and government-led ef-
forts to try to improve the security of CPSs, and how to leverage the new field of CPS security
for attacks and wars.

19.4.1 Incentives and Regulation
Most industries in the CPS domain have rarely seen attacks sabotaging their physical pro-
cess, in part because CPS attacks are hard to monetise by criminals. In addition to being
rare, attacks on CPSs are not openly reported, and this lack of actuarial data leads to low
quality risk estimates; as the US Department of Energy (DoE) stated in their Energy Delivery
Systems Cyber Security Roadmap [1704]: “Making a strong business case for cyber security
investments is complicated by the difficulty of quantifying risk in an environment of (1) rapidly
changing, (2) unpredictable threats, (3) with consequences that are hard to demonstrate.”

In summary, market incentives alone are insufficient to improve the security posture of CPSs,
and as a result, our CPS infrastructures remain fairly vulnerable to computer attacks and
with security practices that are decades behind the current security best practices used in
enterprise IT domains. This market failure for improving the security of CPSs has resulted in
several calls for government intervention [1705, 1706, 1707].

Regulation: Mandating cyber security standards that the CPS industries have to follow is a
possible government intervention, and there is some precedent for this idea. Before 2003,
the North American Electric Reliability Corporation (NERC) merely suggested standards to
the power systems operators in the US but after the August 2003 blackout, regulations that
were once optional are now mandatory [1610]. However, CPS industries have pushed back
against regulation, arguing that regulations (e.g., mandating compliance to specific security
standards) will stifle innovation, and that more regulation tends to create a culture of compli-ance instead of a culture of security.
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Some states in the US are starting to take regulation into their hands; for example, the recently
proposed California Senate Bill SB-327 will make California the first state in the US with an
IoT cyber security law—starting in 2020, any manufacturer of a device that connects “directly
or indirectly” to the Internet must equip it with “reasonable” security features, designed to
prevent unauthorised access, modification, or information disclosure.

The European Union Agency for cyber security proposed the EU Network and Information Se-
curity directive [1708] as the first piece of EU-wide cyber security legislation, where operators
of essential services such as those outlined in this KA have to comply with these new sets
of standards.

Another alternative to imposing regulation broadly, is to use the governments’ “power of the
purse” by mandating cyber security standards only to companies that want to do business
with the government. The goal would be that once the best security practices are developed
tomeet the standards forworkingwith the government, then theywill spread to othermarkets
and products. This approach is a reasonable balance between incentives and regulation. Only
CPSand IoT vendorsworkingwith the Federal governmentwill have to follow specific security
standards, but once they are implemented, the same security standards will benefit other
markets where they reuse the technologies.

One of the notable exceptions to the lack of regulation is the nuclear energy industry. Because
of the highly safety-critical nature of this industry, nuclear energy is highly regulated in general,
and in cyber security standards in particular, with processes such as the Office for Nuclear
Regulation (ONR) Security Assessment Principles in the UK [1709].

Incentives: A complementary way to nudge companies to improve their cyber security pos-
ture is for governments to nurture a cyber-insurance market for CPS protection. So, instead
of asking companies to follow specific standards, governments would demand firms to have
cyber-insurance for their operations [1710, 1711, 1712, 1713]. There is a popular view that un-
der certain conditions, the insurance industry can incentivise investments in protection [1714].
The idea is that premiums charged by the insurance companies would reflect the cyber se-
curity posture of CPS companies; if a company follows good cyber security practices, the
insurance premiums would be low, otherwise, the premiums would be very expensive (and
this would in principle incentivise the company to invest more in cyber security protections).
It is not clear if this cyber-insurance market will grow organically, or if it would need to be
mandated by the government.

It is unclear if government incentives to improve security in CPSs will require first a catas-
trophic cyber-attack, but it appears that, in the future, the choice will no longer be between
government regulation and no government regulation, but between smart government regu-lation and stupid regulation [1702].
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19.4.2 Cyber-Conflict
Computer networks enable an extension to the way we interact with others, and any conflict
in the real-world, will have its representation in cyberspace; including (cyber-)crime, activism,
bullying, espionage, and war [1477].

Cybercriminals compromise computers anywhere they can find them (even in control sys-
tems). These attacks may not be targeted (i.e., they do not have the intention of harming
control systems), but may cause negative side effects: control systems infected with mal-
ware may operate inappropriately. The most famous non-targeted attack on control systems
occurred in 2003, when the Slammer worm affected the computerised safety monitoring sys-
tem at the Davis-Besse nuclear power plant in the US. While the plant was not connected to
the Internet, the worm entered the plant network via a contractor’s infected computer con-
nected by telephone directly to the plant’s network, thereby bypassing the firewall [1515]. A
more recent example of a non-targeted attack occurred in 2006, when a computer system
that managed the water treatment operations of a water filtering plant near Harrisburgh Pen-
sylvania, was compromised and used to send spam and redistribute illegal software [1516].
More recently, ransomware has also been used to attack CPSs, like the attack on the Austrian
hotel [1522], where guests were unable to get their room keys activated until the hotel paid
the ransom.

Disgruntled employees are a major source of targeted computer attacks against control sys-
tems [797, 1521, 1524]. These attacks are important from a security point of view because
they are caused by insiders: individuals with authorised access to computers and networks
used by control systems. So, even if the systems had proper authentication and authorisa-
tion, as well as little information publicly available about them, attacks by insiders would still
be possible. Because disgruntled employees generally act alone, the potential consequences
of their attacks may not be as damaging as the potential harm caused by larger organised
groups such as terrorists and nation states.

Terrorists, and activists are another potential threat to control systems. While there is no
concrete evidence that terrorists or activists have targeted control systems via cyber-attacks,
there is a growing threat of such an attack in the future.

Nation states are establishing military units with computer security expertise for any future
conflicts. For example, the US established Cyber Command [1715] to conduct full spectrumoperations (offensive capabilities) in 2009, and several other countries also announced simi-
lar efforts around the same time. The role of computer networks in warfare has been a topic
of academic discussion since 1998 [1716], and CPSs are playing a foundational difference on
how wars are waged, from robotic units and unmanned vehicles supporting soldiers in the
field, to discussions of cyberwar [1717].

In addition to land, air, sea and space, cyberspace is now considered by many nations as an
additional theatre of conflict. International treaties have developed public international law
concerning twomain principles in the law of war (1) jus ad bellum the right to wage a war, and
(2) jus in bellum acceptable wartime conduct. Two sources have considered how the law of
war applies to cyberspace [1703]: (1) The Tallinn Manual, and (2) the Koh Speech.

The Tallinn manual is a non-binding study by NATO’s cooperative cyber-defence center of ex-
cellence, on how the law of war applies to cyber conflicts, and the Koh Speech was a speech
given by Harold Koh, a US State Department legal advisor, which explained how the US inter-
prets international law applied to cyberspace. Both of these sources agree that a key reason
to authorise the use of force (jus ad bellum) as a response to a cyber operation, is when the
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physical effects of a cyber-attack are comparable to kinetic effects of other armed conflicts,
for example, when a computer attack triggers a nuclear plant meltdown, opens a dam up-
river, or disables air-traffic control. The argument is that the effects of any of these attacks
are similar to what a missile strike from an enemy would look like. In contrast, when there is
no physical harm, the problemof determiningwhen a cyber-attack can be considered a use offorce by the enemy is unresolved, so cyber-attacks to the financial, or election infrastructure
of a nation may not clear the bar to be considered an act of war.

Once nations are engaged in war, the question is how to leverage computer attacks in a way
that is consistent with acceptable wartime conduct (jus in bellum). The conventional norm
is that attacks must distinguish between military and non-military objectives. Military objec-
tives can include war-fighting, war-supporting, and war-sustaining efforts. The problem in
attacking critical infrastructures is that some of the infrastructures supporting these efforts
are in dual-use by the military as well as by the civilian population. For example, a large per-
centage of military communications in the US use civilian networks at some stage, and the
power grid supports military as well as civilian infrastructures.

Another factor to consider in designing CPS attacks is that the “law of war” in general pro-
hibits uncontrollable or unpredictable attacks, in particular those that deny the civilian popu-
lation of indispensable objects, such as food or water. While physical weapons have a limited
geographical area of impact, cyberweapons can have more uncontrollable side-effects; for
example, worms can replicate and escape their intended target network and infect civilian in-
frastructures. Therefore, nations will have to extensively test any cyberweapon to minimise
unpredictable consequences.

In short, any future conflict in the physical world will have enabling technologies in the cyber-
world, and computer attacksmay be expected to play an integral part in future conflicts. There
is a large grey area regarding what types of computer attacks can be considered an act of
force, and a future challengewill be to design cyber-attacks that only targetmilitary objectives
and minimise civilian side effects. At the same time, attack attribution in cyber-space will
be harder, and nation-states might be able to get away with sabotage operations without
facing consequences. It is a responsibility of the international community to design new legal
frameworks to cover cyber-conflicts, and for nation states to outline new doctrines covering
how to conduct cyber-operations with physical side effects.

Finally, cyberwar is also related to the discussion in the last section about cyber-insurance.
For example, after the NotPetya cyberattack in 2017 [1718], several companies who had pur-
chased cyber-insurance protections sought to get help from their insurance companies to
cover part of their loses. However, some insurance companies denied the claims citing awarexclusionwhich protects insurers from being saddled with costs related to damage fromwar.
Since then insurers have been applying the war exemption to avoid claims related to digital
attacks 2. This type of collateral damage from cyber-attacks might be more common in the
future, and presents a challenge for insurance industries in their quest to quantify the risk of
correlated large-scale events.

2https://www.nytimes.com/2019/04/15/technology/cyberinsurance-notpetya-attack.html
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19.4.3 Industry Practices and Standards
We finalise the CPS Security KA by referencing various industry and government efforts for
improving the security of CPSs. There are several industrial and government-led efforts to
improve the security of control systems. One of the most important security standards in
this space started with the Instruction Set Architecture (ISA) standard ISA 99, which later
became a US standard with ANSI 62443 and finally an international cyber security standard
for control systems known as IEC 62443 [1719].

The US National Institute of Standards and Technology (NIST) has guidelines for security
best practices for general IT in Special Publication 800-53. US Federal agencies must meet
NIST SP 800-53, but industry in general (and industry dealing with the US government in
particular) uses these recommendations as a basis for their security posture. To address
the security of control systems in particular, NIST has also published a Guide to Industrial
Control System (ICS) Security [1609], a guideline to smart grid security in NIST-IR 762 [1720],
and a guideline for IoT security and privacy [1534]. Although these recommendations are not
enforceable, they can provide guidance for analysing the security ofmost utility companies. A
more recent effort is the NIST cyber security framework for protecting critical infrastructure,
which was initiated by an Executive Order from then US President Obama [1721], as an effort
to improve the security posture of critical infrastructures.

Another notable industry-led effort for protecting critical infrastructures is the North
American Electric Reliability Corporation (NERC) cyber security standards for control sys-
tems [1611]. NERC is authorised to enforce compliance to these standards, and it is expected
that all electric utilities operating the bulk power system in North America are fully compliant
with these standards.

All of these standards are general and flexible. Instead of prescribing specific technology so-
lutions, they give a high-level overview of the variety of security technologies available (e.g.,
authentication, access control, network segmentation, etc.), and then give a set of general
procedures for protecting systems, starting with (1) gathering data to identify the attack sur-
face of a given system (this includes a basic network enumeration procedure that seeks to
enumerate all devices and services available in the network of the asset owner), (2) build-
ing a security policy based on the attack surface of the system, and (3) deploy the security
countermeasures, including network segmentation, or network security monitoring.

In addition to these general security standards for control systems, the industries that de-
velop and maintain specific industrial control protocols, such as those used for SCADA, e.g.,
IEC 104, or those in the process industry, e.g., PROFINET, have also released standards and
documentation for securing industrial networks. Recall that most of these industrial proto-
cols were developed before security was a pressing concern for industrial control systems,
therefore the communication links were not authenticated or encrypted. The new standard
IEC 62351 is meant to guide asset owners on how to deploy a secure network to authenticate
and encrypt network links, and other organisations have released similar support, such as,
providing security extensions for PROFINET3. Instead (or in addition) to using these end-to-
end application layer security recommendations, some operators might prefer to use lower-
layer security protections of IP networks, including TLS and IPSec.

In the IoT domain, ETSI, the European Standards Organisation developed the first globally-
applicable security standard for consumer IoT. ETSI TS 103 645 establishes a security base-
line for Internet-connected consumer products and provide a basis for future IoT certification.

3https://www.profibus.com/download/pi-white-paper-security-extensions-for-profinet/
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This standard builds closely on the UK’s Code of Practice for Consumer IoT Security [1722].
Another more specific IoT standard by the Internet Engineering Task Force (IETF) for IoT de-
vices is theManufacturer UsageDescription (MUD) standard [1723]. The goal of this standard
is to automate the creation of network white lists, which are used by network administrators
to block any unauthorised connection by the device. Other IoT security standards being devel-
oped by the IETF include protocols for communications security, access control, restricting
communications, and firmware and software updates [1724].

All these industry efforts and standards have essentially three goals: (1) create awareness
of security issues in control systems, (2) help operators of control systems and security offi-
cers design a security policy, and (3) recommend basic security mechanisms for prevention
(authentication, access controls, etc), detection, and response to security breaches. For the
most part industry efforts for protecting CPSs are based on the same technical principles
from general Information Technology systems. Therefore, industry best practices are behind
general IT security best practices and the most recent CPS security research discussed in
this KA. We hope that in the next decade CPS security research becomes mature enough to
start having an impact on industry practices.

CONCLUSIONS
As technology continues to integrate computing, networking, and control elements in new
cyber-physical systems, we also need to train a new generation of engineers, computer sci-
entists, and social scientists to be able to capture themultidisciplinary nature of CPS security,
like transduction attacks. In addition, as the technologies behind CPS security mature, some
of them will become industry-accepted best practices while others might be forgotten. In
2018, one of the areas with greatest momentum is the industry for network security mon-
itoring (intrusion detection) in cyber-physical networks. Several start-up companies in the
US, Europe, and Israel offer services for profiling and characterising industrial networks, to
help operators better understand what is allowed and what should be blocked. On the other
hand, there are other CPS security research areas that are just starting to be analysed, like the
work on attack mitigation, and in particular, the response to alerts from intrusion detection
systems.

We are only at the starting point for CPS security research, and the decades to comewill bring
new challenges as we continue to integrate physical things with computing capabilities.
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INTRODUCTION
This Knowledge Area is a review of themost relevant topics in wireless physical layer security.
The physical phenomenon utilized by the techniques presented in this Knowledge Area is the
radiation of electromagnetic waves. The frequencies considered hereinafter consist of the
entire spectrum that ranges from a few Hertz to frequencies beyond those of visible light
(optical spectrum). This Knowledge Area covers concepts and techniques that exploit the
way these signals propagate through the air and other transmission media. It is organised
into sections that describe security mechanisms for wireless communication methods as
well as some implications of unintended radio frequency emanations.

Since most frequencies used for wireless communication reside in the radio frequency spec-
trum and follow the well-understood laws of radio propagation theory, the majority of this
Knowledge Area is dedicated to security concepts based on physical aspects of radio fre-
quency transmission. The chapter therefore starts with an explanation of the fundamental
concepts and main techniques that were developed to make use of the wireless communi-
cation layer for confidentiality, integrity, access control and covert communication. These
techniques mainly use properties of physical layer modulations and signal propagation to
enhance the security of systems.

After having presented schemes to secure the wireless channel, the Knowledge Area contin-
ues with a review of security issues related to the wireless physical layer, focusing on those
aspects that make wireless communication systems different from wired systems. Most no-
tably, signal jamming, signal annihilation and jamming resilience. The section on jamming
is followed by a review of techniques capable of performing physical device identification
(i.e., device fingerprinting) by extracting unique characteristics from the device’s (analogue)
circuitry.

Following this, the chapter continues to present approaches for performing secure distance
measurements and secure positioning based on electromagnetic waves. Protocols for dis-
tance measurements and positioning are designed in order to thwart threats on the physical
layer as well as the logical layer. Those attack vectors are covered in detail, together with
defense strategies and the requirements for secure position verification.

Then, the Knowledge Area covers unintentional wireless emanations from devices such as
from computer displays and summarises wireless side-channel attacks studied in literature.
This is followed by a review on spoofing of analogue sensors. Unintentional emissions are
in their nature different from wireless communication systems, especially because these
interactions are not structured. They are not designed to carry information, however, they
also make use of—or can be affected by—electromagnetic waves.

Finally, after having treated the fundamental concepts of wireless physical security, this
KnowledgeArea presents a selection of existing communication technologies and discusses
their security mechanisms. It explains design choices and highlights potential shortcomings
while referring to the principles described in the earlier sections. Included are examples from
near-field communication and wireless communication in the aviation industry, followed by
the security considerations of cellular networks. Security of global navigation systems and
of terrestrial positioning systems is covered last since the security goals of such systems
are different from communication systems and are mainly related to position spoofing re-
silience.

KA Physical Layer Security and Telecommunications | October 2019 Page 642

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

CONTENT

20.1 PHYSICAL LAYER SCHEMES FOR CONFIDENTIALITY,
INTEGRITY AND ACCESS CONTROL

[1551, 1726, 1727, 1728, 1729, 1730]

Securingwireless networks is challenging due to the shared broadcastmediumwhichmakes
it easy for remote adversaries to eavesdrop, modify and block the communication between
devices. However, wireless communication also offers some unique opportunities. Radio sig-
nals are affected by reflection, diffraction, and scattering, all of which contribute to a com-
plex multi-path behaviour of communicated signals. The channel response, as measured at
the receiver, can therefore be modelled as having frequency and position dependent random
components. In addition, within the short time span and in the absence of interference, com-
municating parties will measure highly correlated channel responses. These responses can
therefore be used as shared randomness, unavailable to the adversary, and form a basis of
secure communication.

It should be noted that modern-day cryptography provides many different protocols to as-
sure the confidentiality, integrity and authenticity of data transmitted using radio signals. If
the communicating parties are associated with each other or share a mutual secret, cryp-
tographic protocols can effectively establish secure communication by making use of cryp-
tographic keying material. However, if mere information exchange is not the only goal of a
wireless system (e.g., in a positioning system), or if no pre-shared secrets are available, cryp-
tographic protocols operating at higher layers of the protocol stack are not sufficient and
physical-layer constructs can be viable solutions. The main physical layer schemes are pre-
sented in the following sections.

20.1.1 Key Establishment based on Channel Reciprocity
The physical-layer randomness of a wireless channel can be used to derive a shared secret.
One of the main security assumptions of physical-layer key establishment schemes is that
the attacker is located at least half a wavelength away from the communicating parties. Ac-
cording to wireless communication theory, it can be assumed that the attacker’s channel
measurements will be de-correlated from those computed by the communicating parties if
they are at least half a wavelength apart. The attacker will therefore likely not have access
to the measured secret randomness. If the attacker injects signals during the key genera-
tion, the signal that it transmits will, due to channel distortions, be measured differently at
communicating parties, resulting in key disagreement.

Physical layer key establishment schemes operate as follows. The communicating parties
(Alice and Bob) first exchange pre-agreed, non-secret, data packets. Each party then mea-
sures the channel response over the received packets. The key agreement is then typically
executed in three phases.

Quantisation Phase: Alice and Bob create a time series of channel properties that are mea-
sured over the received packets. Example properties include RSSI and the CIR. Any property
that is believed to be non-observable by the attacker can be used. The measured time se-
ries are then quantised by both parties independently. This quantisation is typically based on
fixed or dynamic thresholds.
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Information Reconciliation Phase: Since the quantisation phase is likely to result in disagree-
ing sequences at Alice and Bob, they need to reconcile their sequences to correct for any
errors. This is typically done leveraging error correcting codes and privacy amplification tech-
niques. Most schemes use simple level-crossing algorithms for quantisation and do not use
coding techniques. However, if the key derivation uses methods based on channel states
whose distributions are not necessarily symmetric, more sophisticated quantisation meth-
ods, such as approximating the channel fading phenomena as a Gaussian source, or (multi-
level) coding is needed [1727].

Key Verification Phase: In this last phase, communicating parties confirm that they estab-
lished a shared secret key. If this step fails, the parties need to restart key establishment.

Most of the research in physical-layer techniques has been concerned with the choice of
channel properties and of the quantisation technique. Even if physical-layer key establish-
ment techniques seem attractive, many of them have been shown to be vulnerable to ac-
tive, physically distributed and multi-antenna adversaries. However, in a number of scenar-
ios where the devices are mobile, and where the attacker is restricted, they can be a valuable
replacement or enhancement to traditional public-key key establishment techniques.

20.1.2 MIMO-supported Approaches: Orthogonal Blinding, Zero-Forcing

Initially, physical-layer key establishment techniques were proposed in the context of single-
antenna devices. However, with the emergence of MIMO devices and beam-forming, re-
searchers have proposed to leverage these new capabilities to further secure communica-
tion. Two basic techniques that were proposed in this context are orthogonal blinding and
zero forcing. Both of these techniques aim to enable the transmitter to wirelessly send confi-
dential data to the intended receiver, while preventing the co-located attacker from receiving
this data. Although this might seem infeasible, since as well as the intended receiver, the
attacker can receive all transmitted packets. However, MIMO systems allow transmitters to
’steer’ the signal towards the intended receiver. For beam-forming to be effective, the trans-
mitter needs to know some channel information for the channels from its antennas to the
antennas of the receiver. As described in [1729], these channels are considered to be secret
from the attacker. In Zero-Forcing, the transmitter knows the channels to the intended re-
ceiver as well as to the attacker. This allows the transmitter to encode the data such that it
can be measured at the receiver, whereas the attacker measures nothing related to the data.
In many scenarios, assuming the knowledge of the channel to the attackers is unrealistic. In
Orthogonal Blinding, the transmitter doesn’t know the channel to the attacker, but knows the
channels to the receiver. The transmitter then encodes the data in the way that the receiver
can decode the data, whereas the attacker will receive data mixed with random noise. The
attacker therefore cannot decode the data. In order to communicate securely, the transmit-
ter and the receiver do not need to share any secrets. Instead, the transmitter only needs
to know (or measure) the channels to the intended receivers. Like physical-layer key estab-
lishment techniques, these techniques have been show to be vulnerable tomulti-antenna and
physically distributed attackers. They were further shown to be vulnerable to known-plaintext
attacks.
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20.1.3 Secrecy Capacity
Secrecy capacity is an information-theoretical concept that attempts to determine the maxi-
mal rate at which awireless channel can be used to transmit confidential information without
relying on higher-layer encryption, even if there is an eavesdropper present. A famous result
by Shannon [1731] says that, for an adversary with unbounded computing power, uncondition-
ally secure transmission can only be achieved if a one-time-pad cipher is used to encrypt the
transmitted information. However, Wyner later showed that if the attacker’s channel slightly
degrades the information, that is, the channel is noisy, the secrecy capacity can indeed be pos-
itive under certain conditions [1732]. This means it is possible to convey a secret message
without leaking any information to an eavesdropper. Csiszár and Korner extended Wyner’s
result by showing that the secrecy capacity is non-zero, unless the adversary’s channel (wire-
tap channel) is less noisy than the channel that carries the message from the legitimate
transmitter to the receiver [1733]. These theoretical results have been refined for concrete
channel models by assuming a certain type of noise (e.g., Gaussian) and channel layout (e.g.,
SIMO and MIMO). Researchers have managed to derive explicit mathematical expressions
and bounds even when taking into account complex phenomena such as fading which is
present in wireless channels [1734].

A practical implementation of the concept of secrecy capacity can mainly be achieved us-
ing the two methods described above. Either the communicating parties establish a secret
key by extracting features from the wireless channel (see 20.1.1) or they communicate with
each other using intelligent coding and transmission strategies possibly relying on multi-
ple antennas (see 20.1.2). Therefore, the study of secrecy capacity can be understood as
the information-theoretical framework for key establishment and MIMO-supported security
mechanisms in the context of wireless communication.

20.1.4 Friendly Jamming
Similar to Orthogonal Blinding, Friendly Jamming schemes use signal interference generated
by collaborating devices to either prevent an attacker fromcommunicatingwith the protected
device, or to prevent the attacker from eavesdropping on messages sent by protected de-
vices. Friendly Jamming can therefore be used for both confidentiality and access control.
Unlike Orthogonal Blinding, Friendly Jamming doesn’t leverage the knowledge of the channel
to the receiver. If a collaborating device (i.e., the friendly jammer) wants to prevent unautho-
rised communication with the protected device it will jam the receiver of the protected de-
vice. If it wants to prevent eavesdropping, it will transmit jamming signals in the vicinity of
the protected device. Preventing communication with a protected device requires no special
assumptions on the location of the collaborating devices. However, protecting against eaves-
dropping requires that the eavesdropper is unable to separate the signals from the protected
device from those originating at the collaborating device. For this to hold, the channel from
the protected device to the attacker should not be correlated to the channel from the col-
laborating device to the attacker. To ensure this, the protected device and the collaborating
device need to be typically placed less than half a carrier wavelength apart. This assumption
is based on the fact that, in theory, an attacker with multiple antennas who tries to tell apart
the jamming signal from the target signal requires the two transmitters to be separated by
more than half a wavelength. However, signal deterioration is gradual and it has been shown
that under some conditions, a multi-antenna attacker will be able to separate these signals
and recover the transmitted messages.

Friendly jamming was originally proposed for the protection of those medical implants (e.g.,
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already implanted pacemakers) that have no abilities to perform cryptographic operations.
The main idea was that the collaborating device (i.e. ’the shield’) would be placed around the
user’s neck, close to the pacemaker. This device would then simultaneously receive and jam
all communication from the implant. The shield would then be able to forward the received
messages to any other authorised device using standard cryptographic techniques.

20.1.5 Using Physical Layer to Protect Data Integrity
Research into the use of physical layer for security is not only limited to the protection of
data confidentiality. Physical layer can also be leveraged to protect data integrity. This is il-
lustrated by the following scenario. Assuming that two entities (Alice and Bob) share a com-
mon radio communication channel, but do not share any secrets or authentication material
(e.g., shared keys or authenticated public keys), how can the messages exchanged between
these entities be authenticated and how can their integrity be preserved in the presence of an
attacker? Here, by message integrity, we mean that the message must be protected against
any malicious modification, and by message authentication we mean that it should be clear
who is the sender of the message.

One basic technique that was proposed in this context is integrity codes, a modulation
scheme that provides a method of ensuring the integrity (and a basis for authentication) of
a message transmitted over a public channel. Integrity codes rely on the observation that, in
a mobile setting and in a multi-path rich environment, it is hard for the attacker to annihilate
randomly chosen signals.

Integrity codes assume a synchronised transmission between the transmitter and a receiver,
as well as the receiver being aware that it is in the range of the transmitter. To transmit ames-
sage, the sender encodes the binarymessage using a unidirectional code (e.g., aManchester
code), resulting in a known ration of 1s and 0s within an encoded message (for Manchester
code, the number of 1s and 0swill be equal). This encodedmessage is then transmitted using
on-off keying, such that each 0 is transmitted as an absence of signal and each 1 as a random
signal. To decode the message and check its integrity, the receiver simply measures the en-
ergy of the signal. If the energy in a time slot is above a fixed threshold, the bit is interpreted
as a 1 and if it is below a threshold, it is interpreted as a 0. If the ratio of bits 1 and 0 cor-
responds to the encoding scheme, the integrity of the message is validated. Integrity codes
assume that the receiver knows when the transmitter is transmitting. This means that their
communication needs to be scheduled or the transmitter needs to always be transmitting.

20.1.6 Low Probability of Intercept and Covert Communication
LPI signals are such signals that are difficult to detect for the unintended recipient. The sim-
plest form of LPI is communication at a reduced power and with high directionality. Since
such communication limits the range and the direction of communication, more sophisti-
cated techniques were developed: Frequency Hopping, Direct Sequence Spread Spectrum
and Chirping. In Frequency Hopping the sender and the receiver hop between different fre-
quency channels thus trying to avoid detection. In Direct Sequence Spread Spectrum the in-
formation signal is modulated with a high rate (and thus high bandwidth) digital signal, thus
spreading across a wide frequency band. Finally, Chirps are high speed frequency sweeps
that carry information. The hopping sequence or chirp sequence constitute a secret shared
between receiver and transmitter. This allows the legitimate receiver to recombine the signal
while an eavesdropper is unable to do so.
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Covert communication is parasitic and leverages legitimate and expected transmissions to
enable unobservable communication. Typically, such communication hides within the ex-
pected and tolerated deviations of the signal from its nominal form. One prominent example
is embedding of communicated bits within the modulation errors.

20.2 JAMMING AND JAMMING-RESILIENT
COMMUNICATION

[1735, 1736]

Communication jamming is an interference that prevents the intended receiver(s) from suc-
cessfully recognising and decoding the transmitted message. It happens when the jammer
injects a signal which, when combinedwith the legitimate transmission, prevents the receiver
from extracting the information contained in the legitimate transmission. Jamming can be
surgical and affect only the message preamble thus preventing decoding, or can be compre-
hensive and aim to affect every symbol in the transmission.

Depending on their behaviour, jammers can be classified as constant or reactive. Constant
jammers transmit permanently, irrespective of the legitimate transmission. Reactive jam-
mers are most agile as they sense for transmission and then jam. This allows them to save
energy as well as to stay undetected. Jammer strength is typically expressed in terms of their
output power and their effectiveness as the jamming-to-signal ratio at the receiver. Beyond
a certain jamming-to-signal ratio, the receiver will not be able to decode the information con-
tained in the signal. This ratio is specific to particular receivers and communication schemes.
The main parameters that influence the success of jamming are transmission power of the
jammer and benign transmitter, their antenna gains, communication frequency, and their re-
spective distances to the benign receiver. These parameters will determine the jamming-to-
signal ratio.

Countermeasures against jamming involve concealing from the adversary which frequencies
are used for communication at which time. This uncertainty forces the adversary to jam a
wider portion of the spectrum and therefore weakens their impact on the legitimate trans-
mission, effectively reducing the jamming-to-signal ratio. Most common techniques include
Chirp, FHSS and DSSS. Typically, these techniques rely on pre-shared secret keys, in which
case we call the communication ’coordinated’. Recently, to enable jamming resilience in sce-
narios in which keys cannot be pre-shared (e.g., broadcast), uncoordinated FHSS and DSSS
schemes were also proposed.

20.2.1 Coordinated Spread Spectrum Techniques
Coordinated Spread Spectrum techniques are prevalent jamming countermeasures in a num-
ber of civilian and military applications. They are used not only to increase resilience to jam-
ming, but also to copewith interference fromneighboring devices. Spreading is used in practi-
cally all wireless communication technologies, in e.g.,802.11, cellular, Bluetooth, global satel-
lite positioning systems.

Spread spectrum techniques are typically effective against jammers that cannot cover the
entire communication spectrum at all times. These techniques make a sender spread a sig-
nal over the entire available band of radio frequencies, which might require a considerable
amount of energy. The attacker’s ability to impact the transmission is limited by the achieved
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Figure 20.1: In UFH, the fragment linking protect against message insertion attack.

processing gain of the spread-spectrum communication. This gain is the ratio by which in-
terference can be suppressed relative to the original signal, and is computed as a ratio of
the spread signal radio frequency bandwidth to the un-spread information (baseband) band-
width.

Spread-spectrum techniques use randomly generated sequences to spread information sig-
nals over a wider band of frequencies. The resulting signal is transmitted and then de-spread
at the receivers by correlating it with the spreading sequence. For this to work, it is essential
that the transmitter and receiver share the same secret spreading sequence. In FHSS, this
sequence is the set of central frequencies and the order in which the transmitter and receiver
switch between them in synchrony. In DSSS, the data signal is modulated with the spreading
sequence; this process effectively mixes the carrier signal with the spreading sequence, thus
increasing the frequency bandwidth of the transmitted signal. This process allows for both
narrow band and wide band jamming to be suppressed at the receiver. Unless the jammer
can guess the spreading code, its jamming signal will be spread at the receiver, whereas
the legitimate transmission will be de-spread, allowing for its detection. The secrecy of the
spreading codes is therefore crucial for the jamming resilience of spread spectrum systems.
This is why a number of civilian systems that use spreading with public spreading codes,
such as the GPS and 802.11b, remain vulnerable to jamming.

20.2.2 Uncoordinated Spread Spectrum Techniques
In broadcast applications and in applications in which communication cannot be anticipated
as scheduled, there is still a need to protect such communication from jamming.

To address such scenarios, uncoordinated spread spectrum techniques were proposed: UFH
and UDSSS. These techniques enable anti-jamming broadcast communication without pre-
shared secrets. Uncoordinated Frequency Hopping relies on the fact that even if the sender
hops in a manner that is not coordinated with the receiver, the throughput of this channel will
be non-zero. In fact, if the receiver is broadband, it can recover all the messages transmit-
ted by the sender. UFH however, introduces new challenges. Given that the sender and the
receiver are not synchronised, and short message fragments transmitted within each hop
are not authenticated, the attacker can inject fragments that make the reassembly of the
packets infeasible. To prevent this, UFH includes fragment linking schemes that make this
reassembly possible even under poisoning.

UDSSS follows the principle of DSSS in terms of spreading the data using spreading se-
quences. However, in contrast to anti-jamming DSSSwhere the spreading sequence is secret
and shared exclusively by the communication partners, in UDSSS, a public set of spreading
sequences is used by the sender and the receivers. To transmit amessage, the sender repeat-
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edly selects a fresh, randomly selected spreading sequence from the public set and spreads
the message with this sequence. Hence, UDSSS neither requires message fragmentation
at the sender nor message reassembly at the receivers. The receivers record the signal on
the channel and despread the message by applying sequences from the public set, using a
trial-and-error approach. The receivers are not synchronised to the beginning of the sender’s
message and thus record for (at least) twice the message transmission time. After the sam-
pling, the receiver tries to decode the data in the buffer by using code sequences from the
set and by applying a sliding-window protocol.

20.2.3 Signal Annihilation and Overshadowing
Unlike jamming where the primary goal of the attacker is to prevent information from being
decoded at the receiver, signal annihilation suppresses the signal at the receiver by introduc-
ing destructive interference. The attacker’s goal is to insert a signal which cancels out the
legitimate transmitter’s signal at the antenna of the receiver. This typically means that the
attacker will generate a signal identical to the legitimate transmission only with a different
polarity. Jamming attacks typically increase the energy on the channel and thus aremore eas-
ily detected than signal annihilation which reduces the energy typically below the threshold
of signal detection.

The goal of overshadowing is similar to jamming and signal annihilation in the sense that the
attacker aims to prevent the receiver from decoding a legitimate signal. However, instead
of interfering with the signal by adding excessive noise to the channel or cancelling out the
signal (i.e., signal annihilation), the attacker emits their own signal at the same time and over-
shadows the legitimate signal. As a result, the receiver only registers the adversarial signal
which is often orders of magnitude higher in amplitude than the legitimate signal. Practical
overshadowing attackswere shown to be effective against QPSKmodulation [1737] andmore
recently against cellular LTE systems [1738].

Malicious signal overshadowing can not only deceive the receiver into decoding different
data than intended, it can also be used to alter any physical properties the receiver may
extract during signal reception, such as angle of arrival or time of arrival. Overshadowing
attacks have been shown to be particularly effective against systems that rely on physical
layer properties including positioning and ranging systems.

20.3 PHYSICAL-LAYER IDENTIFICATION
[1739]

Physical-Layer Identification techniques enable the identification of wireless devices by
unique characteristics of their analogue (radio) circuitry; this type of identification is also
referred to as Radio Fingerprinting. More precisely, physical-layer device identification is the
process of fingerprinting the analogue circuitry of a device by analysing the device’s com-
munication at the physical layer for the purpose of identifying a device or a class of devices.
This type of identification is possible due to hardware imperfections in the analogue circuitry
introduced at the manufacturing process. These imperfections are remotely measurable as
they appear in the transmitted signals. While more precisemanufacturing and quality control
could minimise such artefacts, it is often impractical due to significantly higher production
costs.

Physical-layer device identification systems aim at identifying (or verifying the identity of)
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devices or their affiliation classes, such as their manufacturer. Such systems can be viewed
as pattern recognition systems typically composed of: an acquisition setup to acquire sig-
nals from devices under identification, also referred to as identification signals, a feature ex-traction module to obtain identification-relevant information from the acquired signals, also
referred to as fingerprints, and a fingerprint matcher for comparing fingerprints and notify-
ing the application system requesting the identification of the comparison results. Typically,
there are two modules in an identification system: one for enrollment and one for identifica-
tion. During enrollment, signals are captured either from each device or each (set of) class-
representative device(s) considered by the application system. Fingerprints obtained from
the feature extraction module are then stored in a database (each fingerprint may be linked
with some form of unique ID representing the associated device or class). During identifica-
tion, fingerprints obtained from the devices under identification are compared with reference
fingerprints stored during enrollment. The task of the identificationmodule can be twofold: ei-
ther recognise (identify) a device or its affiliation class from amongmany enrolled devices or
classes (1:N comparisons), or verify that a device identity or classmatches a claimed identity
or class (1:1 comparison).

The identification module uses statistical methods to perform the matching of the finger-
prints. These methods are classifiers trained with Machine Learning techniques during the
enrollment phase. If the module has to verify a 1:1 comparison, the classifier is referred to
as binary. It tries to verify a newly acquired signal against a stored reference pattern estab-
lished during enrollment. If the classifier performs a 1:N comparison, on the other hand, it
attempts to find the reference pattern in a data base which best matches with the acquired
signal. Often, these classifiers are designed to return a list of candidates ranked according
to a similarity metric or likelihood that denotes the confidence for a match.

20.3.1 Device under Identification
Physical-layer device identification is based on fingerprinting the analogue circuitry of de-
vices by observing their radio communication. Consequently, any device that uses radio com-
munication may be subject to physical-layer identification. So far, it has been shown that a
number of devices (or classes of devices) can be identified using physical-layer identification.
These include analogue VHF, Bluetooth, WiFi, RFID and other radio transmitters.

Although what enables a device or a class of devices to be uniquely identified among other
devices or classes of devices is known to be due to imperfections introduced at the manu-
facturing phase of the analogue circuitry, the actual device’s components causing these have
not always been clearly identified in all systems. For example, VHF identification systems are
based on the uniqueness of transmitters’ frequency synthesisers (local oscillators), while in
RFID systems some studies only suggested that the proposed identification system may
rely on imperfections caused by the RFID device’s antennas and charge pumps. Identifying
the exact components may become more difficult when considering relatively-complex de-
vices. In these cases, it is common to identify in the whole analogue circuitry, or in a specific
sub-circuit, the cause of imperfections. For example, IEEE 802.11 transceivers were identi-
fied considering modulation-related features; the cause of hardware artefacts can be then
located in the modulator subcircuit of the transceivers. Knowing the components that make
devices uniquely identifiable may have relevant implications for both attacks and applica-
tions, which makes the investigation of such components an important open problem and
research direction.
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20.3.2 Identification Signals
Considering devices communicating through radio signals, that is, sending data according to
some defined specification and protocol, identification at the physical layer aims at extract-
ing unique characteristics from the transmitted radio signals and to use those characteristics
to distinguish among different devices or classes of devices. We define identification signals
as the signals that are collected for the purpose of identification. Signal characteristics are
mainly based on observing and extracting information from the properties of the transmitted
signals, like amplitude, frequency, or phase over a certain period of time. These time-windows
can cover different parts of the transmitted signals. Mainly, we distinguish between data and
non-data related parts. The data parts of signals directly relate to data (e.g., preamble, mi-
damble, payload) transmission, which leads to considered data-related properties such as
modulation errors, preamble (midamble) amplitude, frequency and phase, spectral transfor-
mations. Non-data-related parts of signals are not associated with data transmission. Exam-
ples include the turn-on transients, near-transient regions, RF burst signals. These have been
used to identify activewireless transceivers (IEEE 802.11, 802.15.4) and passive transponders
(ISO 14443 HF RFID).

The characteristics extracted from identification signals are called features. Those can be
predefined or inferred. Predefined features relate to well-understood signal characteristics.
Those can be classified as in-specification and out-specification. Specifications are used for
quality control and describe error tolerances. Examples of in-specification characteristics
include modulation errors such as frequency offset, I/Q origin offset, magnitude and phase
errors, as well as time-related parameters such as the duration of the response. Examples of
out-specification characteristics include clock skew and the duration of the turn-on transient.

Differently from predefined features, where the considered characteristics are known in ad-
vance prior to recording of the signals, we say that features are inferred when they are ex-
tracted from signals, for example, by means of some spectral transformations such as Fast
Fourier Transform (FFT) or Discrete Wavelet Transform (DWT), without a-priori knowledge of
a specific signal characteristic. For instance, wavelet transformations have been applied on
signal turn-on transients and different data-related signal regions. The Fourier transforma-
tion has also been used to extract features from the turn-on transient and other technology-
specific device responses. Both predefined and inferred features can be subject to further
statistical analysis in order to improve their quality and distinguishing power.

20.3.3 Device Fingerprints
Fingerprints are sets of features (or combinations of features, that are used to identify de-
vices. The properties that fingerprints need to present in order to achieve practical imple-
mentations are (similar to those of biometrics):

1. Universality. Every device (in the considered device-space) should have the considered
features.

2. Uniqueness. No two devices should have the same fingerprints.

3. Permanence. The obtained fingerprints should be invariant over time.

4. Collectability. It should be possible to capture the identification signals with existing
(available) equipments.

When considering physical-layer identification of wireless devices, we further consider:
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5. Robustness. Fingerprints should not be subject, or at least, they should be evaluated
with respect to external environmental aspects that directly influence the collected sig-
nal like radio interference due to other radio signals, surroundingmaterials, signal reflec-
tions, absorption, etc., as well as positioning aspects like the distance and orientation
between the devices under identification and the identification system. Furthermore, fin-
gerprints should be robust to device-related aspects like temperature, voltage level, and
power level. Many types of robustness can be acceptable for a practical identification
system. Generally, obtaining robust features helps in building more reliable identifica-
tion systems.

6. Data-Dependency. Fingerprints can be obtained from features extracted from a specific
bit pattern (data-related part of the identification signal) transmitted by a device under
identification (e.g., the claimed ID sent in a packet frame). This dependency has partic-
ularly interesting implications if the fingerprints can be associated with both devices
and data transmitted by those devices. This might strengthen authentication and help
prevent replay attacks.

20.3.4 Attacks on Physical Layer Identification
The largemajority of researchworks have focused on exploring feature extraction andmatch-
ing techniques for physical-layer device identification. Only recently the security of these tech-
niques started being addressed. Different studies showed that their identification system
may be vulnerable to hill-climbing attacks if the set of signals used for building the device
fingerprint is not carefully chosen. This attack consists of repeatedly sending signals to the
device identification system with modifications that gradually improve the similarity score
between these signals and a target genuine signal. They also demonstrated that transient-
based approaches could easily be disabled by jamming the transient part of the signal while
still enabling reliable communication. Furthermore, impersonation attacks on modulation-
based identification techniques were developed and showed that low-cost software-defined
radios as well as high end signal generators could be used to reproduce modulation fea-
tures and impersonate a target device with a success rate of 50-75%.Modulation-based tech-
niques are vulnerable to impersonation with high accuracy, while transient-based techniques
are likely to be compromised only from the location of the target device. The authors pointed
out that this is mostly due to presence of wireless channel effects in the considered device
fingerprints; therefore, the channel needed to be taken into consideration for successful im-
personation.

Generally, these attacks can be divided into two groups: signal re(P)lay and feature replayattacks. In a signal replay attack, the attacker’s goal is to observe analogue identification
signals of a target device, capture them in a digital form (digital sampling), and then transmit
(replay) these signals towards the identification system by some appropriate means. The
attacker does not modify the captured identification signals, that is, the analogue signal and
the data payload are preserved. This attack is similar to message replay in the Dolev-Yao
model in which an attacker can observe and manipulate information currently in the air at
will. Unlike in signal replay attacks, where the goal of the attack is to reproduce the captured
identification signals in their entirety, feature replay attack creates, modifies or composes
identification signals that reproduce only the features considered by the identification system.
The analogue representation of the forged signals may be different, but the features should
be the same (or at the least very similar).
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20.4 DISTANCE BOUNDING AND SECURE POSITIONING
[1740, 1741, 1742, 1743, 1744, 1745, 1746, 1747]

Secure distance measurement (i.e., distance bounding) protocols were proposed to address
the issue of the verification of proximity between (wireless) devices. Their use is broad and
ranges from the prevention of relay attacks to enabling secure positioning.

Securing distancemeasurement requires secure protocols on the logical layer and a distance
measurement technique resilient to physical layer attacks. To attack distance measurement,
an attacker can exploit both data-layer as well as physical-layer weaknesses of distancemea-
surement techniques and protocols. Data-layer attacks can be, to a large extent, prevented by
implementing distance bounding protocols. However, physical-layer attacks are of significant
concern as they can be executed independently of any higher-layer cryptographic primitive
that is implemented.

20.4.1 Distance Bounding Protocols
Secure distance measurement protocols aim at preventing distance shortening and enlarge-
ment attacks. When they only prevent distance shortening, they are also called distance
bounding protocols, where at the end of the protocol a secure upper bound on the distance is
calculated. These protocols are typically executed with different trust assumptions. Devices
measuring the distance (typically named verifier and prover) can bemutually trusted, in which
case the protocol aims at preventing distance manipulation by an external attacker. If one of
the devices, the prover, is untrusted, it will try to manipulate the measured distance. Other
scenarios include the untrusted prover being helped by third parties to cheat on its distance.
Distance bounding literature describes four main types of attacks ’frauds’ corresponding to
the above scenarios: distance fraud, mafia fraud, terrorist fraud and distance hijacking.

First investigations of distance bounding protocols started with the work of Beth and
Desmedt [1741], and by Brands and Chaum [1742]. These protocols, as well as many that
followed, are designed as cryptographic challenge-response protocolswith RTT of flightmea-
surements. One of the key insights of Brands and Chaum was to minimise the processing
at the prover so that the prover cannot cheat on its distance to the verifier. Namely, this pro-
tocol requires that the prover only computes single bit XOR during the time-critical phase of
the protocol. This translates into strong security guarantees as long as the prover cannot
implement a faster XOR than assumed by the verifier. Hancke and Kuhn [1748] proposed an
alternative protocol that uses register selection as a prover processing function. This design
reduces the number of protocols steps by allowing the verifier and the prover to pre-agree on
the nonces that will be used in the protocol exchange. Many protocols followed these two
designs, notably addressing other types of frauds (especially terrorist fraud), as well as the
robustness to message loss, performance in terms of protocol execution time, and privacy
of distance measurement.
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20.4.2 Distance Measurement Techniques
Establishing proximity requires estimating the physical distance between two or more wire-
less entities. Typically, the distance is estimated either by observing the changes in the sig-
nal’s physical properties (e.g., amplitude, phase) that occur as the signal propagates or by
estimating the time taken for the signal to travel between the entities.

A radio signal experiences a loss in its signal strength as it travels through the medium. The
amount of loss or attenuation in the signal’s strength is proportional to the square of the dis-
tance travelled. The distance between the transmitter and the receiver can therefore be calcu-
lated based on the free space path loss equation. In reality, the signal experiences additional
losses due to its interaction with the objects in the environment which are difficult to account
for accurately. This directly affects the accuracy of the computed distance and therefore ad-
vanced models such as the Rayleigh fading and log-distance path loss models are typically
used to improve the distance estimation accuracy. Bluetooth-based proximity sensing tags
(e.g., Apple iBeacon and Passive Keyless Entry and Start Systems) use the strength of the
received Bluetooth signal also referred to as the Received Signal Strength Indicator (RSSI)
value as a measure of proximity.

Alternatively, the devices can measure the distance between them by estimating the phase
difference between a received continuous wave signal and a local reference signal. The need
for keeping track of the number of whole cycles elapsed is eliminated by using signals of dif-
ferent frequencies typically referred to as multi-carrier phase-based ranging. Due to their low
complexity and low power consumption, phase based ranging is used in several commercial
products.

Finally, the time taken for the radio waves to travel from one point to another can be used to
measure the distance between the devices. In RF-based RTT based distance estimation the
distance d between two entities is given by d = (trx− ttx)× c, where c is the speed of light, ttx
and trx represent the time of transmission and reception respectively. The measured time-of-
flight can either be one way time-of-flight or a round-trip time-of-flight. One way time-of-flight
measurement requires the clocks of the measuring entities to be tightly synchronised. The
errors due to mismatched clocks are compensated in the round-trip time-of-flight measure-
ment.

The precise distance measurement largely depends on the system’s ability to estimate the
timeof arrival and the physical characteristics of the radio frequency signal itself. The ranging
precision is roughly proportional to the bandwidth of the ranging signal. Depending on the
required level of accuracy, time-of-flight based distance measurement systems use either
Impulse-Radio Ultra Wideband (IR-UWB) or Chirp-Spread Spectrum (CSS) signals. IR-UWB
systems provide centimeter-level precision while the precision of CSS systems is of the order
of 1–2m. There are a number of commercially available wireless systems that use chirp and
UWB round-trip time-of-flight for distance measurement today.
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20.4.3 Physical Layer Attacks on Secure Distance Measurement
With the increasing availability of low-cost software-defined radio systems, an attacker can
eavesdrop, modify, compose, and (re)play radio signals with ease. This means that the at-
tacker has full control of the wireless communication channel and therefore is capable of
manipulating all messages transmitted between the two entities. In RSSI-based distance es-
timation, an attacker can manipulate the measured distance by manipulating the received
signal strength at the verifier. The attacker can simply amplify the signal transmitted by the
prover before relaying it to the verifier. This will result in an incorrect distance estimation at
the verifier. Commercially available solutions claim to secure against relay attacks by simply
reducing or attenuating the power of the transmitted signal. However, an attacker can trivially
circumvent such countermeasures by using higher gain amplifiers and receiving antennas.

Similarly, an attacker can alsomanipulate the estimated distance between the verifier and the
prover in systems that use the phase or frequency property of the radio signal. For instance,
the attacker can exploit the maximummeasurable property of phase or frequency-based dis-
tance measurement systems and execute distance reduction attacks. The maximum mea-
surable distance, i.e., the largest value of distance dmax that can be estimated using a phase-
based proximity system, directly depends on themaximummeasurable phase. Given that the
phase value ranges from 0 to 2π and then rolls over, the maximummeasurable distance also
rolls over after a certain value. An attacker can leverage this maximum measurable distance
property of the system in order to execute the distance decreasing relay attack. During the
attack, the attacker simply relays (amplifies and forwards) the verifier’s interrogating signal
to the prover. The prover determines the phase of the interrogating signal and re-transmits a
response signal that is phase-locked with the verifier’s interrogating signal. The attacker then
receives the prover’s response signal and forwards it to the verifier, however with a time de-
lay. The attacker chooses the time delay such that the measured phase differences reaches
its maximum value of 2 and rolls over. In other words, the attacker was able to prove to the
verifier that the prover is in close proximity (e.g., 1m away) even though the prover was far
from the verifier.

In Time of Flight (ToF) based ranging systems, the distance is estimated based on the time
elapsed between the verifier transmitting a ranging packet and receiving an acknowledge-
ment back from the prover. In order to reduce the distance measured, an attacker must de-
crease the signal’s round trip time of flight. Based on the implementation, an attacker can
reduce the estimated distance in a time-of-flight based ranging system inmore than one way.
Given that the radio signals travel at a speed of light, a 1 ns decrease in the time estimate
can result in a distance reduction of 30cm.

The first type of attack on time-of-flight ranging leverages the predictable nature of the data
contained in the ranging and the acknowledgement packets. A number of time-of-flight rang-
ing systems use pre-defined data packets for ranging, making it trivial for an attacker to pre-
dict and generate their own ranging or acknowledgment signal. An attacker can transmit the
acknowledgment packet even before receiving the challenge ranging packet. Several works
have shown that the de-facto standard for IR-UWB, IEEE 802.15.4a does not automatically
provide security against distance decreasing attacks. In [1749] it was shown that an attacker
can potentially decrease the measured distance by as much as 140 meters by predicting the
preamble and payload data with more than 99% accuracy even before receiving the entire
symbol. In a ’Cicada’ attack, the attacker continuously transmits a pulse with a power greater
than that of the prover. This degrades the performance of energy detection based receivers,
resulting in reduction of the distance measurements. In order to prevent such attacks it is
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important to avoid predefined or fixed data during the time critical phase of the distance
estimation scheme.

In addition to having the response packet dependent on the challenge signal, theway inwhich
these challenge and response data are encoded in the radio signals affects the security guar-
antees provided by the ranging or localisation system. An attacker can predict the bit (early
detect) even before receiving the symbol completely. Furthermore, the attacker can leverage
the robustness property of modern receivers and transmit arbitrary signal until the correct
symbol is predicted. Once the bit is predicted (e.g., early-detection), the attacker stops trans-
mitting the arbitrary signal and switches to transmitting the bit corresponding to the predicted
symbol, i.e., the attacker ’commits’ to the predicted symbol, commonly known as late com-
mit. In such a scenario, the attacker needn’t wait for the entire series of pulses to be received
before detecting the data being transmitted. After just a time period, the attacker would be
able to correctly predict the symbol.

As described previously, round-trip time-of-flight systems are implemented either using chirp
or impulse radio ultrawideband signals. Due to their long symbol lengths, both implementa-
tions have been shown to be vulnerable to early-detect and late-commit attacks. In the case
of chirp-based systems, an attacker can decrease the distance by more than 160 m and in
some scenarios even up to 700 m. Although IR-UWB pulses are of short duration (typically
2–3 ns long), data symbols are typically composed of a series of UWB pulses. Furthermore,
IEEE 802.15.4a IR-UWB standard allows long symbol lengths ranging from 32 ns to as large
as 8µs. Therefore, even the smallest symbol length of 32 ns allows an attacker to reduce the
distance by as much as 10 m by performing early-detect and late-commit attacks. Thus, it
is clear that in order to guarantee proximity and secure a wireless proximity system against
early detect and late-commit attacks, it is necessary to keep the symbol length as short as
possible.

Design of a physical layer for secure distancemeasurement remains an open topic. However,
research so far has yielded some guiding principles for its design. Only radio RTT with single-
pulse or multi-pulse UWB modulation has been shown to be secure against physical layer
attacks. As a result, the IEEE 802.15.4z working group started the standardization of a new
physical layer for UWB secure distance measurement.

The first attempt at formalizing the requirements for secure distancemeasurement based on
the Time of Arrival (ToA) of transmittedmessages can be found in [1747]. Said work presents
a formal definition of Message Time of Arrival Codes (MTACs), the core primitive in the con-
struction of systems for secure ToAmeasurement. If implemented correctly, MTACs provide
the ability to withstand reduction and enlargement attacks on distance measurements. It is
shown that systems based on UWB modulation can be implemented such that the stated
security requirements are met and therefore constitute examples of MTAC schemes.
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Figure 20.2: If the computed location of the prover is in the verification triangle, the verifiers
conclude that this is a correct location. To spoof the position of prover inside the triangle, the
attacker would need to reduce at least one of the distance bounds.

20.4.4 Secure Positioning
Secure positioning systems allow positioning anchors (also called verifiers) to compute the
correct position of a node (also called the prover) or allow the prover to determine its own
position correctly despitemanipulations by the attacker. Thismeans that the attacker cannot
convince the verifiers or the prover that the prover is at a position that is different from its
true position. This is also called spoofing-resilience. A related property is the one of secure
position verification which means that the verifiers can verify the position of an untrusted
prover. It is generally assumed that the verifiers are trusted. No restrictions are posed on the
attacker as it fully controls the communication channel between the provers and the verifiers.

The analysis of broadcast positioning techniques, such as GNSS has shown that such tech-
niques are vulnerable to spoofing if the attacker controls the signals at the antenna of the
GNSS receiver.

These type of approaches have been proposed to address this issue:VerifiableMultilateration
and Secure Positioning based on Hidden Stations.
Verifiable Multilateration relies on secure distance measurement / distance bounding. It con-
sists of distance bound measurements to the prover from at least three verifiers (in 2D) and
four verifiers (in 3D) and of subsequent computations performed by the verifiers or by a cen-
tral system. Verifiable Multilateration has been proposed to address both secure positioning
and position verification. In the case of secure positioning, the prover is trusted and mafia-
fraud-resilient distance bounding is run between the prover and each of the verifiers. The
verifiers form verification triangles / triangular pyramids (in 3D) and verify the position of
the prover within the triangle / pyramid. For the attacker to spoof a prover from position
P to P’ within a triangle/pyramid, the attacker would need to reduce at least one of the dis-
tance bounds that aremeasured to P. This follows from the geometry of the triangle/pyramid.
Since Distance bounding prevents distance reduction attacks, Verifiable Multilateration pre-
vents spoofing attacks within the triangle/pyramid. The attacker can only spoof P to P’ that
is outside of the triangle/pyramid, causing the prover and the verifiers to reject the computed
position. Namely, the verifiers and the prover only accept the positions that are within the
area of coverage, defined as the area covered by the verification triangles/pyramids. Given
this, when the prover is trusted, Verifiable Multilateration is resilient to all forms of spoof-
ing by the attacker. Additional care needs to be given to the management of errors and the
computation of the position when distance measurement errors are taken into account.

When used for position verification, Verifiable Multilateration is run with an untrusted prover.
Each verifier runs a distance-fraud resilient distance bounding protocol with the prover. Based
on the obtained distance bounds, the verifiers compute the provers’ position. If this position

KA Physical Layer Security and Telecommunications | October 2019 Page 657

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

(within some distance and position error bounds) falls within the verification triangle/pyra-
mid, the verifiers accept it as valid. Given that the prover is untrusted, it can enlarge any
of the measured distances, but cannot reduce them since this is prevented by the use of
distance bounding protocols. Like in the case of secure positioning, the geometry of the tri-
angle/pyramid then prevents the prover from claiming a false position. Unlike in the case of
secure positioning, position verification is vulnerable to cloning attacks, in which the prover
shares its key to its clones. These clones can then be strategically placed to the verifiers
and fake any position by enlarging distances to each individual verifier. This attack can be
possibly addressed by tamper resistant hardware or device fingerprinting.

Another approach to secure positioning and position verification is to prevent the attacker
from deterministically spoofing the computed position by making the positions of the veri-
fiers unpredictable for the attacker (either amalicious prover or an external attacker). Verifier
positions can therefore be hidden or the verifiers can bemobile. When the verifiers are hidden
they should only listen to the beacons sent by the nodes to not disclose their positions. Upon
receiving the beacons, the base stations compute the nodes location with TDOA and check
if this location is consistent with the time differences.

20.5 COMPROMISING EMANATIONS AND SENSOR
SPOOFING

[1514, 1559, 1560, 1750, 1751, 1752, 1753, 1754, 1755]

Electronic devices emit electromagnetic waves in the form of radio and audio signals, pro-
duce heat and create vibration, all of which could correlate with confidential information that
the devices process or store. Such emanations, or more generally referred to as side chan-
nels, are prevalent and have been extensively studied.

Remote sensor spoofing is the (physical) opposite of compromising emanations. Instead of
eavesdropping on electromagnetic leakage, an attacker injects signals that spoof the value
measured by a sensor or receiver and thereby (adversely) affects the system relying on the
sensor readings and measurements. This is particularly critical in autonomous and other
cyber-physical systems that have direct consequences on the safety of the surrounding peo-
ple and infrastructure.

20.5.1 Compromising Emanations
In the military context, techniques for exploiting and protecting against unwanted emission
in communication systems date back to World War II and have over the time have been col-
lected in an umbrella-term called TEMPEST. The first public demonstration of low-cost at-
tacks on commercial systems using compromising emanations was done in 1985 by Wim
van Eck [1756]. This attack demonstrated that information displayed on CRT monitors can
be successfully eavesdropped from a distance of hundreds of meters. This demonstration
prompted research into the sources of such emanations as well as into protective measures.
It also highlighted that not only radio emissions leak information. In general, there are four
categories of such emanations: acoustic, optical, thermal, and electromagnetic.

Detailed studies of the sources and features that lead to such compromises have been car-
ried out over the years, and on multiple occasions, it was demonstrated that compromising
emanations from analogue and digital displays resulted from information being transmitted
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through analogue video cables and through high-speed Digital Serial Interface (DVI) cables.
However, more recent works show that such emanations are not restricted to cables and, to
aggravate the situation, compromising emissions are not necessarily caused by analogue or
digital displays only.

Some attacks described in research showed that high-frequency sounds caused by vibration
of electronic components (capacitors and coils) in the computer’s voltage regulation circuit
can be used to infer prime factors and therefore derive RSA encryption keys. Sounds ema-
nating from key presses on a keyboard were used to infer what a user is typing. The resulting
vibrations can, for instance, be sensed by the accelerometer of a phone located nearby. Fi-
nally, reflections from different objects in the vicinity of computer screens, such as spoons,
bottles and user’s retina were used to infer information show on a display.

The increasing availability of phones that integrate high quality sensors, such as cameras,
microphones and accelerometers makes it easier to mount successful attacks since no ded-
icated sensor equipment needs to be covertly put in place.

To avoid unwanted signal emissions, devices can be held at a distance, can be shielded and
signals that are transmitted should be filtered in order to remove high-frequency components
thatmight reflect switching activity in the circuitry. Moreover, it is generally advised to place a
return wire close to the transmission wire in order to avoid exploitation of the return current.
In general, wires and communication systems bearing confidential information should be
separated (air-gapped) from non-confidential systems.

20.5.2 Sensor Compromise
Analogue sensors have been shown to be particularly vulnerable to spoofing attacks. Similar
to compromising emanations, sensor spoofing depends on the type of the physical phenom-
ena the sensor captures. It can be acoustic, optical, thermal, mechanic or electromagnetic.

Nowadays, many electronic devices, including self-driving cars, medical devices and closed-
loop control systems, feature analogue sensors that help observe the environment andmake
decisions in a fully autonomous way. These systems are equipped with sophisticated protec-
tion mechanisms to prevent unauthorised access or compromise via the device’s communi-
cation interfaces, such as encryption, authentication and access control. Unfortunately, when
it comes to data gathered by sensors, the same level of protection is often not available or
difficult to achieve since adversarial interactions with a sensor can be hard to model and pre-
dict. As a result, unintentional and especially intentional EMI targeted at analogue sensors
can pose a realistic threat to any system that relies on readings obtained from an affected
sensor.

EMI has been used to manipulate the output of medical devices as well as to compromise
ultrasonic ranging systems. Research has shown that consumer electronic devices equipped
with microphones are especially vulnerable to the injection of fabricated audio signals [1560].
Ultrasonic signals were used to inject silent voice commands, and acoustic waves were used
to affect the output of MEMS accelerometers. Accelerometers and intertial systems based
on MEMS are, for instance, used extensively in (consumer-grade) drones and multi-copters

Undoubtedly, sensor spoofing attacks have gained a lot of attention and will likely impact
many future cyber-physical devices. System designers therefore have to take great care and
protect analogue sensors from adversarial input as an attacker might trigger a critical deci-
sion on the application layer of such a device by exposing it to intentional EMI. Potential de-
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fence strategies include, for example, (analogue) shielding of the devices, measuring signal
contamination using various metrics, or accommodating dedicated EMI monitors to detect
and flag suspicious sensor readings.

A promising strategy that follows the approach of quantifying signal contamination to detect
EMI sensor spoofing is presented in [1755]. The sensor output can be turned on and off ac-
cording to a pattern unknown to the attacker. Adversarial EMI in the wires between sensor
and the circuitry converting the reading to a digital value, i.e., the ADC, can be detected during
the times the sensor is off since the sensor output should be at a known level. In case there
are fluctuations in the readings, an attack is detected. Such an approach is thought to be
especially effective when used to protect powered or non-powered passive sensors. It has
been demonstrated to successfully thwart EMI attacks against a microphone and a temper-
ature sensor system. The only modification required is the addition of an electronic switch
that can be operated by the control unit or microcontroller to turn the sensor on and off. A
similar sensor spoofing detection scheme can be implemented for active sensors, such as
ultrasonic and infrared sensors, by incorporating a challenge-response like mechanism into
themeasurement acquisition process [1757]. An active sensor often has an emitting element
and a receiving element. The emitter releases a signal that is reflected and captured by the re-
ceiver. Based on the properties of the received signal, the sensor can infer information about
the entity or the object that reflected the signal. The emitter can be turned off randomly and
during that time the receiver should not be able to register any incoming signal. Otherwise,
an attack is detected and the sensor reading is discarded.

20.6 PHYSICAL LAYER SECURITY OF SELECTED
COMMUNICATION TECHNOLOGIES

[1758, 1759, 1760, 1761]

This section presents security mechanisms of a selection of existing wireless communica-
tion techniques that are in use today. The main focus is on physical-layer security constructs
as well as any lack thereof. The communication techniques that are discussed in detail are
near-field communication, air traffic communication networks, cellular networks and global
navigation satellite systems.

20.6.1 Near-field communication (NFC)
Near-field communication commonly refers to wireless communication protocols between
two small (portable) electronic devices. The standard is used for contact-less payment and
mobile payment systems in general. NFC-enabled devices can also exchange identity infor-
mation, such as keycards, for access control, and negotiate parameters to establish a sub-
sequent high-bandwidth wireless connection using more capable protocols.

NFC is designed to only transmit and receive data to a distance of up to a few centimeters.
Even if higher-layer cryptographic protocols are used, vanilla NFC protocols do not offer se-
cure communication and can not guarantee that two communicating devices are indeed only
a short distance apart. NFC is vulnerable to eavesdropping, man-in-the-middle attacks and
message relay attacks.

Even nowadays, standard NFC is deployed in security-critical contexts due to the assumption
that communicating devices are in close proximity. Research has shown, however, that this
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assumption can not be verified reliably using NFC protocols. The distance can be made al-
most arbitrarily large by relaying messages between NFC-enabled devices. The attack works
as follows: The benign NFC devices are made to believe that they are communicating with
each other, but they are actually exchanging data with a modified smartphone. An adversary
can strategically place a smartphone next to each benign NFC device while the smartphones
themselves use a communication method that can cover long distances, such as WiFi. They
simply forward the messages the benign devices are sending to each other. Such an attack
is also referred to as a wormhole attack where communicating parties are tricked into as-
suming that they are closer than they actually are. This is a problem that cannot be solved
using techniques on the logical layer or on the data layer.

Obviously, most of the described attacks can be mitigated by shielding the NFC devices or
enhance the protocol with two-factor authentication, for example. Such mechanisms unfor-
tunately transfer security-relevant decisions to the user of an NFC system. Countermeasures
that do not impose user burden can roughly be categorised into physical layer methods and
the augmentation with context- or device-specific identifiers [1758].

Protocol augmentation entails context-aware NFC devices that incorporate location informa-
tion into the NFC system to verify proximity. The location sensing can be implemented with
the help of a variety of different services, each with its own accuracy and granularity. Con-
ceivable are, for instance, GNSS/GPS based proximity verification or leveraging the cell-ID
of the base station to which the NFC device is currently closest in order to infer a notion of
proximity.

Physical layer methods that have been suggested in research literature are timing restric-
tions and distance bounding. Enforcing strict timing restraints on the protocol messages
can be understood as a crude form of distance bounding. As discussed in Section 4.1, dis-
tance bounding determines an upper bound on the physical distance between two commu-
nicating devices. While distance bounding is considered the most effective approach, it still
remains to be shown if secure distance bounding can be implemented in practice for small
NFC-enabled devices.

20.6.2 Air Traffic Communication Networks
Throughout different flight phases commercial and non-commercial aviation uses several
wireless communication technologies to exchange information with aviation authorities on
the ground as well as between airborne vehicles. Often legacy systems are still in use and
security has never been part of the design of such systems.

While new proposals suggest to overhaul these systems and to tightly integrate securitymea-
sures into the data layer, such as encryption and message authentication, air traffic commu-
nication networks are not only used for information transmission, but also to extract physical
layer features from the signal in order to perform aircraft location positioning.

A prominent example is ADS-B. An ADS-B transponder periodically (or when requested)
broadcasts the aircraft’s position information, such as coordinates, that have been obtained
through an on-board GNSS receiver. Most versions of ADS-B only support unauthenticated
messages and therefore, this technology suffers from active and passive attacks, i.e., eaves-
dropping, modifying, injecting and jamming messages. It is, for instance, possible to prevent
an aircraft’s location from being tracked by Air Traffic Control (ATC) by simply jamming the re-
spective messages. Similarly, an adversary could create ghost planes by emitting fabricated
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transponder messages. A sophisticated attacker could even fully distort the view ATC has
on its airspace.

Multilateration (MLAT) can be seen as a technology thatmitigates some of the shortcomings
of unauthenticated ADS-B and is therefore usually deployed in conjunction with ADS-B. MLAT
does not rely on the transmitted information encapsulated in the message, but makes use
of the physical and geometrical constellation between the transmitter (i.e., transponder of
the aircraft) and several receivers. MLAT systems extract physical layer properties from the
received messages. The time of arrival of a message is recorded at different co-located re-
ceivers and, using the propagation speed of the signal, the location of the aircraft’s transpon-
der can be estimated. Multilateration techniques infer the aircraft’s location even if the con-
tents of the ADS-B messages are incorrect and thus MLAT provides a means to crosscheck
the location information disseminated by the aircraft’s transponder.

AlthoughMLAT offers additional security based on physical layer properties, a distributed ad-
versary can still manipulate ADS-Bmessages. In addition to altering the location information,
an attacker can modify or inject signals that affect the time-of-arrival measurement at the re-
ceivers. If the attacker has access to multiple distributed antennas and is able to coordinate
adversarial signal emission precisely, attacks similar to those on standard ADS-B are feasi-
ble. However, the more receivers used to record the signals, the more difficult such attacks
become. Unfortunately, MLAT is not always an effective solution in aviation as strategic re-
ceiver placement is crucial and time of arrival calculations can be susceptible to multi-path
interference [1759].

20.6.3 Cellular Networks
Cellular networks provide voice, data and messaging communication through a network of
base stations, each covering one or more cells. The security provisions of these networks
are mainly governed by the standards that were adopted in the GSM Association and later in
the Third Generation Partnership Plan (3GPP).

Second Generation (2G) ‘GSM’ networks were introduced during the 1990s, and restricted
their services to voice and text messaging. 2G networks were capable of carrying data via
a Circuit-Switched Data Service (CSD) which operated in a manner similar to the dial-up
modems, just over cellular networks. Further development of email andweb services resulted
in a need for enhanced speeds and services

3GPP improved 2G GSM standard with packet switched data service, resulting in the Gen-
eral Packet Radio Service (GPRS). Like GSM, GPRS made use of the Home Location Register
(HLR), a component that was responsible for subscriber key management and authentica-
tion. However, GPRS enhanced GSM by adding the Serving GPRS Support Node (SGSN) for
data traffic routing and mobility management for better data traffic delivery. Third Genera-
tion (3G) of cellular networks, also known as Universal Mobile Telecommunications Systems
(UMTS), introduced a number of improvements over 2G networks, including security enhance-
ments, as well as increased uplink and downlink speeds and capacities. Fourth Generation
(4G) cellular networks, also known as Long Term Evolution (LTE) introduced further increase
in transmission speeds and capacities.

One of themain security properties that cellular networks aim to protect is the confidentiality
of the communication of the link between themobile station, and the base station and correct
billing. The security of cellular networks has evolved with network generations, but all gen-
erations have the same overarching concept. Subscribers are identified via their (Universal)
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Subscriber Identity Modules their International Mobile Subscriber Identity (IMSI) number and
its related secret key. IMSI and the keys are used to authenticate subscribers as well as to
generate the necessary shared secrets to protect the communication to the cellular network.

2G security focused on the confidentiality of the wireless link between the mobile station
and the base station. This was achieved through the authentication via a challenge-response
protocol, 2G Authentication and Key Agreement (AKA). This protocol is executed each time
when a mobile station initiates a billable operation. 2G AKA achieved authentication based
on a long term key Ki shared between the subscriber SIM card and the network. This key is
used by the network to authenticate the subscriber and to derive a session key Kc. This is
done within in a challenge response protocol, executed between the SGSN and the mobile
station. Before the execution of the protocol, SGSN receives from the HLR the Kc, a random
value RAND and an expected response XRES. Both Kc and XRES are generated within
the HLR based on RAND and Ki. When the mobile station attempts to authenticate to the
network it is sent RAND. To authenticate, the mobile station combines its long term keyKi

(stored on its SIM card) with the receivedRAND to generateRES andKc. Themobile station
sends RES to the SGSN which compares it to XRES. If the two values match, the mobile
station is authenticated to the network. The SGSN then sends the Kc to the base station to
which the mobile station is connected in order to protect the mobile to base station wireless
link.

2G AKA offered very limited protection. It used inadequate key size (56-64 bits), and weak au-
thentication and key generation algorithms (A3,A5 andA8)whichwere, once released, broken,
allowing for eavesdropping andmessage forgery. Furthermore, AKAwas designed to provide
only one-way authentication of the mobile station to the network. Since the network did not
authenticate to themobile stations this enabled attacks by fake base stations violating users
location privacy and confidentiality of their communication.

In order to address the 2G security shortcomings, 3G networks introduced new 3G Authenti-
cation and Key Agreement (3G AKA) procedures. 3G AKA replaced the weak cryptographic
algorithms that were used in 2G and provided mutual authentication between the network
and the mobile stations. Like in 2G, the goal of the protocol is the authentication (now mu-
tual) of the network and the mobile station. The input into the protocol is a secret key K
shared between the HLR and the subscriber. The outcome of the protocol are two keys, the
encryption/confidentiality key CK and the integrity key IK. The generation of two keys al-
lows the network and the mobile station to protect the integrity and confidentiality of their
communication using two different keys, in line with common security practices. CK and IK
are each 128 bits long which is considered adequate.

The authentication and key derivation is performed as follows. The HLR first generates the
random challenge RAND, from it the expected response XRES, the keys CK and IK and
the authentication tokenAUTN . It then sends these values to the SGSN. The SGSN sends the
RAND as well as the AUTN to the mobile station (also denoted as User Equipment (UE)),
which will then use its long term keyK to generate the response RES and to verify if AUTN
was generated by the HLR. The AUTN is from the shared key and the counter maintained by
both the HLR and the mobile station. Upon receiving theRES from the mobile station, SGSN
will compare it with the XRES and if they match, will forward the CK and IK to the base
station. The base andmobile station can now use these keys to protect their communication.

3G, however, still didn’t resolve the vulnerabilities within the operator’s networks. CK and
IK are transmitted between different entities in the network. They are transmitted between
SGSN and the associated base station as well as between different base stations during mo-
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bility. This allows network attackers to record these keys and therefore eavesdrop onwireless
connections.

4G (LTE) security architecture preserved many of the core elements of 2G and 3G networks,
but aimed to address the shortcomings of 3G in terms of the protection of the in-network
traffic through the protection of network links and redistribution of different roles. For ex-
ample, the long term key storage was moved from the HLR to the Home Subscriber Server
(HSS). Mobility management wasmoved from the SGSN to theMobility Management Engine
(MME).

5G security architecture evolves 4G but follows a similar set of principles and entities. 5G
introduces a new versions of Authentication and Key Agreement (AKA) protocols that was
designed to fix the issues found in 4G, however with mixed success [1762].

20.6.4 GNSS Security and Spoofing Attacks
GNSS such as GPS and Galileo provide global navigation service through satellites that are
orbiting the earth approximately 20,000km above the ground. Satellites are equipped with
high-precision atomic clocks which allows the satellites to remain synchronised. Satellites
transmit navigation messages at central frequencies of 1575.42MHz (L1) and 1227.60MHz
(L2). Direct Sequence Spreading is used to enable acquisition and to protect the signals carry-
ing those messages from spoofing and jamming attacks. Civilian codes are public and there-
fore do not offer such protection, whereas military and special interest codes are kept confi-
dential. Navigation messages carry data including satellite clock information, the ephemeris
(information related to the satellite orbit) and the almanac (the satellite orbital and clock in-
formation). Satellite messages are broadcasted and the reception of messages from four
of more satellites will allow a receiver to calculate its position. This position calculation is
based on trilateration. The receiver measures the times of arrival of the satellite signals, con-
verts them into distances (pseudoranges), and then calculates its position aswell as its clock
offset with respect to the satellite clocks.

A GPS signal spoofing attack is a physical-layer attack in which an attacker transmits spe-
cially crafted radio signals that are identical to authentic satellite signals. Civilian GPS is eas-
ily vulnerable to signal spoofing attacks. This is due to the lack of any signal authentication
and the publicly known spreading codes for each satellite, modulation schemes, and data
structure. In a signal spoofing attack, the objective of an attacker may be to force a target
receiver to (i) compute an incorrect position, (ii) compute an incorrect time or (iii) disrupt the
receiver. Due to the low power of the legitimate satellite signal at the receiver, the attacker’s
spoofing signals can trivially overshadow the authentic signals. In a spoofing attack, the GPS
receiver typically locks (acquires and tracks) onto the stronger, attacker’s signal, thus ignor-
ing the satellite signals.

An attacker can influence the receiver’s position and time estimate in two ways: (i) by manip-
ulating the contents of the navigation messages (e.g., the location of satellites, navigation
message transmission time) and/or (ii) by modifying the arrival time of the navigation mes-
sages. The attacker can manipulate the receiver time of arrival by temporally shifting the
navigation message signals while transmitting the spoofing signals. We can classify spoof-
ing attacks based on how synchronous (in time) and consistent (with respect to the contents
of the navigation messages) the spoofing signals are in comparison to the legitimate GPS
signals currently being received at the receiver’s true location.

Non-Coherent and Modified Message Contents: In this type of attack, the attacker’s signals
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Figure 20.3: Seamless takeover attack on GPS. The spoofing aligns its signal with the legit-
imate signal and slowly increase the transmit power. Once receiver locks on to attacker’s
signal, he starts to manipulate it.

are both unsynchronised and contain different navigationmessage data in comparison to the
authentic signals. Attackers who use GPS signal generators to execute the spoofing attack
typically fall under this category. An attacker with a little know-how can execute a spoof-
ing attack using these simulators due to their low complexity, portability and ease of use.
Some advanced GPS signal generators are even capable of recording and replaying signals,
however not in real-time. In other words, the attacker uses the simulator to record at one par-
ticular time in a given location and later replays it. Since they are replayed at a later time, the
attacker’s signals are not coherent and contain different navigation message data than the
legitimate signals currently being received.

Non-Coherent but Unmodified Message Contents: In this type of attack, the navigation mes-
sage contents of the transmitted spoofing signals are identical to the legitimate GPS signals
currently being received. However, the attacker temporally shifts the spoofing signal thereby
manipulating the spoofing signal time of arrival at the target receiver. For example, attackers
capable of real-time recording and replaying of GPS signals fall under this category as they
will have the same navigation contents as that of the legitimate GPS signals, however shifted
in time. The location or time offset caused by such an attack on the target receiver depends
on the time delay introduced both by the attacker and due to the propagation time of the
relayed signal. The attacker can precompute these delays and successfully spoof a receiver
to a desired location.

Coherent but Modified Message Contents: The attacker generates spoofing signals that are
synchronised to the authentic GPS signals. However, the contents of the navigation mes-
sages are not the same as that of the currently seen authentic signals. For instance, Phase-
Coherent Signal Synthesisers are capable of generating spoofing signals with the same code
phase as the legitimate GPS signal that the target receiver is currently locked on to. Addition-
ally, the attacker modifies the contents of the navigation message in real-time (and with min-
imal delay) and replays it to the target receiver. A variety of commercial GPS receivers were
shown to be vulnerable to this attack and in some cases, it even caused permanent damage
to the receivers.

Coherent and UnmodifiedMessage Contents:Here, the attacker does notmodify the contents
of the navigationmessage and is completely synchronised to the authentic GPS signals. Even
though the receiver locks on to the attacker’s spoofing signals (due to the higher power), there
is no change in the location or time computed by the target receiver. Therefore, this is not an
attack in itself but is an important first step in executing the seamless takeover attack.

The seamless takeover attack is considered one of the strongest attacks in literature. In a
majority of applications, the target receiver is already locked on to the legitimate GPS satel-
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lite signals. The main steps are highlighted in Figure 20.3. The goal of an attacker is to force
the receiver to stop tracking the authentic GPS signals and lock onto the spoofing signals
without causing any signal disruption or data loss. This is because the target receiver can
potentially detect the attack based on the abrupt loss of GPS signal. In a seamless takeover
attack, first, the attacker transmits spoofing signals that are synchronised with the legitimate
satellite signals and are at a power level lower than the received satellite signals. The receiver
is still locked on to the legitimate satellite signals due to the higher power and hence there is
no change in the ships route. The attacker then gradually increases the power of the spoof-
ing signals until the target receiver stops tracking the authentic signal and locks on to the
spoofing signals. Note that during this takeover, the receiver does not see any loss of lock,
in other words, the takeover was seamless. Even though the target receiver is now locked on
to the attacker, there is still no change in the route as the spoofing signals are both coherent
with the legitimate satellite signals as well as there is no modification to the contents of the
navigation message itself. Now, the attacker begins to manipulate the spoofing signal such
that the receiver computes a false location and begins to alter its course. The attacker can
either slowly introduce a temporal shift from the legitimate signals or directly manipulate the
navigationmessage contents to slowly deviate the course of the ship to a hostile destination.

If an attacker controls all the signals that arrive at the receiver’s antenna(s) the receiver can-
not detect spoofing. However, if the attack is remote, and the attacker cannot fully control the
signals at the receiver, anomaly detection techniques can be used to detect spoofing. In par-
ticular, Automatic Gain Control (AGC) values, Received Signal Strength (RSS) from individual
satellites, carrier phase values, estimated noise floor levels, number of visible satellites all
can be used to detect spoofing. Particularly interesting are techniques based on tracking and
analysis of autocorrelation peaks that are used for the detection of GNSS signals. Distortion,
the number and the behaviour over time of these peaks can be used to detect even the most
sophisticated seamless takeover attacks.

The detection of GNSS spoofing can be improved if spoofing signals are simultaneously re-
ceived by several receivers. This can be used for the detection of spoofing as well as for
spoofer localisation. If the receivers know their mutual distances (e.g., are placed at fixed
distances), the spoofer needs to preserve those distances when performing the spoofing at-
tack. When a single spoofer broadcasts its signals, it will result in all receivers being spoofed
to the same position, therefore enabling detection. This basic detection technique can be
generalised to several receivers, allowing even the detection of distributed spoofers.

Finally, GNSS spoofing can be made harder through the authentication and hiding of GNSS
signals. Although currently civilian GNSS systems do not support authentication, digital sig-
natures as well as hash-based signatures such as TESLA can be added to prevent the at-
tacker from generating GNSS signals. This would, however, not prevent all spoofing attacks
since the attacker can still selectively delay navigation messages and therefore modify the
computed position. This attack can be prevented by the use of spreading with delayed key
disclosure. Even this approach still does not fully prevent against spoofing by broadband
receivers that are able to relay full GNSS frequency band between locations.

Military GPS signals are authenticated, and try to achieve low-probability of intercept as well
as jamming resilience via the use of secret spreading codes. This approach prevents some
of the spoofing attacks, but still fails to fully prevent record-and-relay attacks. In addition,
this approach does not scale well since secret spreading codes need to be distributed to all
intended receivers, increasing the likelihood of their leakage and reducing usability.

In conclusion, although newly proposed and deployed countermeasures make it more dif-
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ficult for the attacker to spoof GNS systems like GPS, currently no measure fully prevents
spoofing under strong attacker models. This is an area of active research.

CONCLUSION
As we have shown in this knowledge area, the wireless physical layer presents both chal-
lenges and opportunities. Challenges typically come from the broadcast nature of wireless
communication and from it not being protected against confidentiality and integrity viola-
tions. Physical layer is typically application agnostic. Opportunities stem from the stochastic
nature of the channel as well as from its robustness to fine-grained manipulations. Under dif-
ferent attacker models, physical layer can support both highly usable and secure solutions.

CROSS-REFERENCE OF TOPICS VS REFERENCE MATERIAL
The table below lists the reference material that serves as the basis for for this chapter and
explains how it relates to the different topics. Whenever possible, references are further di-
vided into sub-topics.
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Glossary

419 scam a particular version of advance fee fraud specific to Nigeria.

access control the process of denying or granting access requests.

Actuator An actuator is a device that moves or controls some mechanism. An actuator
turns a control signal into mechanical action such as an electric motor. Actuators may
be based on hydraulic, pneumatic, electric, thermal or mechanical means, but are
increasingly being driven by software. An actuator ties a control system to its
environment [1832].

advance fee fraud a crime in which the victim is promised a reward, but in order to obtain it
has to first pay a small fee to the fraudster.

advanced persistent threat An attack to an organization that continues its activities and
yet remains undetected for an extended period of time.

affiliate programme a scheme where main organisation provides a “brand” and all the
means required to carry out orders, shipments and payments.

ALARA A method to reduce risk to levels As Low As Reasonably Allowable.

ALARP A method to reduce risk to levels As Low As Reasonably Possible.

alert Notification that a specific attack has been directed at an organisation’s information
systems (Source = NIST IR 7298r2). In the SOIM context, an alert should refer to an
event, or group of events, of interest from a security perspective, representing either
an attack symptom or consequence. An alert is necessarily the outcome of an
analysis process performed by an Intrusion Detection System sensor on event traces.

anonymity The state of being not identifiable within a set of subjects, the anonymity set.
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appification The replacement of websites with applications that run on mobile devices..

ASIC Application Specific Integrated Circuit is one class on integrated circuits, where the
circuit is tuned to a specific application or set of applications. E.g. a TPM is a
dedicated ASIC for security applications .

attack An attempt to gain unauthorised access to an Information System services,
resources, or information, or an attempt to compromise system integrity. (Source =
NIST IR 7298r2).

attack surface The set of entry points where an attacker can attempt unauthorised access.
Security approaches endeavor to keep the attack surface as small as possible.

authentication verifying a claimed attribute value.

authentication The process of verifying the identity of an individual or entity.

authorisation a) deciding whether to grant an access request (to a subject) or b) assigning
access rights to a principal.

botnet A network of compromised computers (or, bots) that is controlled by an attacker to
launch coordinated malicious activities.

bulletproof hosting service providers providers that are well known not to comply with law
enforcement takedown requests. This is made possible by either being located in
countries with lax cybercrime legislation, or by the service provider operators actively
bribing local law enforcement.

Byzantine Anomalous behavior when an entity/attacker sends different (albeit valid)
information to different recipients. The reader is referred to [1123] for the technical
definition.

card skimming the practice of installing devices on ATM that allow for the cloning of the
cards that are being inserted.

carving (File/data content carving) The process of recovering and reconstructing file
content directly from block storage without using the filesystem metadata. More
generally, data (structure) carving is the process of reconstructing logical objects
(such as files and database records) from a bulk data capture (disk/RAM image)
without using metadata that describes the location and layout of the artifacts. Data
carvers use knowledge of the data formats to identify and validate the extracted
content..

certificate a digitally signed data structure binding an entity (called subject) to some
attribute.

click fraud the practice of using malware to generate fake clicks on websites.

CMOS Complementary Metal Oxide Semiconductor technology is the most popular silicon
technology to make integrated circuits. It consitst of complementary PMOS and
NMOS transistors. Its main advantages are that it has a very low static power
consumption and relative robust operation. Hence it made it possible to integrate a
large number of transistors (millions to billions) into one integrated circuit.

compromise Disclosure of information to unauthorised persons, or a violation of the
security policy of a system in which unauthorised intentional or unintentional
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disclosure, modification, destruction, or loss of an object may have occurred. (Source
= NIST IR 7298r2).

Computer Security Incident Response Team A capability set up for the purpose of
assisting in responding to computer security-related incidents; also called a Computer
Incident Response Team (CIRT) or a CIRC (Computer Incident Response Center,
Computer Incident Response Capability). (Source = NIST IR 7298r2).

confidentiality The property that ensures that information is not made available or
disclosed to unauthorised individuals, entities, or processes.

consensus Consensus (and similarly for Consistency) refers to mechanisms and the
property of achieving varied types of agreement on values or coordination of
state/entities, typically in the presence of specified failures. As there are precise
technical specifications involved for consensus and different types of consistency,
the reader is referred to the section on Coordination Properties and to the
references [1071, 1072, 1077].

consumer In the context of a given transaction, a natural person who enters into a
transaction other than for business or professional purposes. A given person may act
as a consumer in some transactional contexts, and a non-consumer in others. N.B.
This definition is far from universal. Some laws adopt definitions of ’consumer’ that
vary from this.

coordination schema The mechanisms that help orchestrate the actions of the involved
entities.

countermeasure Actions, devices, procedures, or techniques that meet or oppose (i.e.,
counters) a threat, a vulnerability, or an attack by eliminating or preventing it, by
minimising the harm it can cause, or by discovering and reporting it so that corrective
action can be taken. (Source = NIST IR 7298r2).

Covert Channel Attack An attack that results in the unauthorised capability to glean or
transfer information between entities that are not specified to be able to
communicate as per the security policy.

CPU Central Processing Unit is a general purpose integrated circuit made to execute a
program. It typically consists of an arithmetic unit, a program control unit, a bus
structure and storage for code and data. Many types and variations exists. One SOC
could contain one or more CPU cores with peripherals, extra memory, etc.

credential an input presented for authentication.

Critical National Infrastructure Facilities, systems, sites, information, people, networks and
processes, necessary for a country to function and upon which daily life depend.

cryptocurrency mining the practice of generating cryptocurrencies by solving
cryptographic tasks.

cyber-dependent crime crime that can only be committed with the use of computers or
technology devices.

cyber-enabled crime crime that has an increased reach compared to its offline counterpart
through the use of technology.
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Cyber-Physical System Engineered systems that are built from, and depend upon, the
seamless integration of computation, and physical components [1833].

cyberbullying sending or posting harmful material or engaging in other forms of social
aggression using the Internet or other digital technologies.

cyberspace A global domain within the information environment consisting of an
interdependent network of information system infrastructures including the Internet,
telecommunications networks, computer systems, and embedded processors and
controllers [360].

cyberstalking the practice of using electronic means to stalk another person.

delegation the act of granting access rights one holds to another principal.

Denial of Service The prevention of authorised access to resources or the delaying of
time-critical operations. (Time-critical may be milliseconds or hours, depending on the
service provided.) (Source = NIST IR 7298r2).

digital (forensic) trace An explicit, or implicit, record that testifies to the execution of
specific computations, or the communication and/or storage of specific data..

digital forensics The process of identifying and reconstructing the relevant sequence of
events that have led to the currently observable state of a target IT system or (digital)
artifacts.

Distributed Control System A control system that combines supervised control of several
individual computer-based controllers in different control-loop throughout a process.
In contrast to SCADA systems, the supervision of these systems tends to be onsite
rather than remote [1834].

Distributed Denial of Service A Denial of Service technique that uses numerous hosts to
perform the attack. (Source = NIST IR 7298r2).

doxing an attack where the victim’s private information is publicly released online.

DRAM DRAM is Dynamic Random Access Memory. Very popular because of its high
density. It requires only one transistor and one small capacitance to store one bit of
data. It requires regular refreshing. It looses its value when the power supply is turned
off.

drive-by download attack an attack in which a webpage tries to exploit a software
vulnerability in the victim’s browser with the goal of installing malware.

dumpz stolen credit card records.

email spam unsolicited bulk email.

encryption The process of transforming information (commonly referred to as
plaintext/data) using an algorithm (called cipher) to make it unreadable to anyone
except those possessing special knowledge, commonly referred to as a cryptographic
key.

event Any observable occurrence in a network or system. (Source = NIST IR 7298r2). Trace
of activity provided by a computing environment. In the SOIM context, this is a piece
of evidence logged that an activity was performed in the monitored system. Events
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are acquired sequentially by sensors to obtain a trace of the activity on a computer or
network, to find indicator of compromise.

exploit Software or data that takes advantage of a vulnerability in a system to cause
unintended consequences. (Source = NCSC Glossary).

exploit kit a tool that collects a large number of vulnerabilities and are sold on the black
market for other criminals to use.

file A named (opaque) sequence of bytes that is stored persistently.

file system (filesystem) An operating system subsystem that is responsible for the
persistent storage and organisation of user and system files on a partition/volume.

firewall A gateway that limits access between networks in accordance with local security
policy. (Source = NIST IR 7298r2).

forensics The practice of gathering, retaining, and analysing computer-related data for
investigative purposes in a manner that maintains the integrity of the data. (Source =
NIST IR 7298r2).

FPGA A Field Programmable Gate Array or FPGA is a specialized integrated circuit that
contains configurable logic, which can still be programmed after fabrication.
Programming is done by loading a bitstream which configures each of the
programmable logic gates individually.

fullz stolen credit card records that also contain billing information.

GPU Graphics Processing Unit is a specialized programmable integrated circuit. Its
components (arithmetic units, instruction set, memory configuration, bus structure)
are all optimized to accelerate graphics, video and image processing applications.

hacktivism the act of computer crime motivated by a political goal.

HDL A Hardware Description Language is a special language to describe digital hardware
at the register transfer level. Most well known languages are VHDL and Verilog.

homomorphic encryption A form of encryption that when computing on ciphertexts,
generates an encrypted result which, when decrypted, matches the result of the
computation as if it had been performed on the plaintext.

honeypot A system (e.g., a Web server) or system resource (e.g., a file on a server, an email
address, a table or row or column in a database) that is designed to be attractive to
potential crackers and intruders and with no authorised users other than its
administrators (Source = NIST IR 7298r2). In the context of SOIM, honeypots can be
operated locally as an additional detection method supplementing IDS sensors, or by
an external CTI service provider.

IC An Integrated Circuit is an electronic device that contains a large amount of electronic
components, mostly transistors integrated into one piece of semiconductor material,
usually CMOS silicon. A common name is a ‘chip’ or a ‘silicon chip’ .

identity management the process of creating, using, and terminating electronic identities.

Impact The result of a threat exploiting a vulnerability.
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impact The magnitude of harm that can be expected to result from the consequences of
unauthorised disclosure of information, unauthorised modification of information,
unauthorised destruction of information, or loss of information or information system
availability (Source = NIST IR 7298r2). In the context of SOIM, this is the extent of
damage caused by the attack to either the ICT infrastructure, or to business
processes.

incident Actions taken through using computer networks that result in an actual or
potentially adverse effect on an information system and/or the information residing
therein. (Source = NIST IR 7298r2). In the SOIM context, an incident is described as a
set of alerts that are considered evidence of a cybersecurity breach, generally a
successful attack (although serious attempts, or attempts against critical systems,
may also be considered incidents.

indicator of compromise Recognised action, specific, generalized, or theoretical, that an
adversary might be expected to take in preparation for an attack. (Source = NIST IR
7298).

Industrial Control Systems General term that encompasses several types of control
systems, including supervisory control and data acquisition (SCADA) systems,
distributed control systems (DCS), and other control system configurations such as
Programmable Logic Controllers (PLC) often found in the industrial sectors and
critical infrastructures. An ICS consists of combinations of control components (e.g.,
electrical, mechanical, hydraulic, pneumatic) that act together to achieve an industrial
objective (e.g., manufacturing, transportation of matter or energy) [1609].

Industrial Internet of Things System that connects and integrates industrial control
systems with enterprise systems, business processes, and analytics [1835].

Industry 4.0 Industry 4.0 refers to the modernization of manufacturing with Internet of
Things services, which provide the basis for the fourth industrial revolution. The first
industrial revolution was enabled by the introduction of mechanical production
facilities powered by water and steam, the second revolution was enabled by mass
production powered by electrical energy, and the third revolution was enabled by the
introduction of electronics and information technology [1836].

Information System A discrete set of information resources organised for the collection,
processing, maintenance, use, sharing, dissemination, or disposition of information
being monitored (Source = NIST IT 7298r2). In the SOIM context, it designs the ICT
infrastructure to detect possible attacks.

integrity The property that ensures that data is real, accurate and safeguarded from
unauthorised user modification.

international governmental organisation A legal person established and recognised as
such by more than one state pursuant to treaty (e.g., the United Nations, INTERPOL,
the International Maritime Organization, etc.). In practice, often simplified as
’International Organisation’ or ’Treaty Organisation’.

Internet The Internet is the single, interconnected, worldwide system of commercial,
governmental, educational, and other computer networks that share (a) the protocol
suite specified by the Internet Architecture Board (IAB), and (b) the name and address
spaces managed by the Internet Corporation for Assigned Names and Numbers
(ICANN).(Source = NIST IR 7298r2).
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Internet of Things Network of physical objects or “things” embedded with electronics,
software, sensors, and connectivity to enable objects to exchange data with the
manufacturer, operator and/or other connected devices. The IoT refers to devices,
that are often constrained in communication and computation capabilities, now
becoming more commonly connected to the Internet, and to various services that are
built on top of the capabilities these devices jointly provide1.

Intrusion Detection System (IDS) Hardware or software product that gathers and analyses
information from various areas within a computer or a network to identify possible
security breaches, which include both intrusions (attacks from outside organisations)
and misuse (attacks from inside the organisations.) See also sensor. (Source = NIST
IR 7298r2).

Intrusion Prevention System (IDPS) Intrusion Detection System with the additional
capability to take immediate and local action to block the detected attack. This
implies two differences, the positioning of the device as an interceptor through which
all requests, malicious or benign, will pass, and the ability to diagnose the malicious
behaviour with certainty. See also Intrusion Detection System and sensor.

jurisdiction See the discussion in Section 3.2.

key-logger A virus or physical device that logs keystrokes to secretly capture private
information such as passwords or credit card details.(Source = BSI Glossary).

leader election Following the replacement of an existing leader, on failure of a leader or for
fairness or load balancing, the process of electing a new entity to perform the
leadership activities of coordination.

legal action The process by which a person brings a legal claim to a tribunal for
adjudication or to enforce the results of a prior adjudication. This is the method used
to enforce a right of action.

legal person An entity vested with sufficient characteristics of personhood to merit a legal
identity separate from its constituent members. These characteristics include: the
right to commence or respond to legal action in the entity’s name; the right to own
assets in the entity’s name; and the right to enter into obligations in the entity’s name.
Legal persons generally include: states; international governmental organisations;
public or private entities incorporated pursuant to the law of a state and vested by that
state with the characteristics of personhood, such as an English public limited
company (PLC), a Delaware limited liability partnership (LLP), a French société
anonyme (S.A.), a German gesellschaft mit beschränkter hafting (GmbH), the City of
New York, etc..

Likelihood A measure capturing the degree of possibility that a threat will exploit a
vulnerability, and therefore produce an undesirable outcome.

logical acquisition The process of obtaining the data relies on one or more software layers
as intermediaries to acquire the data from the storage device.

logical volume A collection of physical volumes presented and managed as a single unit.
1https://www.ietf.org/topics/iot/
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macro virus A virus that attaches itself to documents and uses the macro programming
capabilities of the document’s application to execute and propagate.(Source = NIST IR
7298).

malware A program inserted into a system, usually covertly, with the intent of
compromising the confidentiality, integrity, or availability of the victim’s data,
applications or operating system, or of otherwise annoying or disrupting the victim.
Synonym = malicious code. (Source = NIST IR 7298r2).

malware analysis The process of analyzing malware code and understanding its intended
functionalities.

malware detection The process of detecting the presence of malware in a system.

metadata Information about data or sent along with data, e.g., the IP address, the location,
or the operative system a message is sent from.

metamorphic malware Malware of which each iteration or instance has different code
from the preceding one. The code changes make it difficult to recognize the different
iterations are the same malware (contrast with polymorphic malware).

meterpreter A tool that allows an attacker to control a victim’s computer by running an
invisible shell and establishing a communication channel back to the attacking
machine.

middleware A software layer between the Operating System and the Application Layer
designed to facilitate the interconnection and interaction between distributed
components. Often referred to as the "software glue" that binds components together.

money mule a person who is recruited by a criminal to perform money laundering.

natural person A human being, living or deceased.

object the entity accessed by an access operation.

obligation operation to be performed in conjunction with an access request that had been
granted.

Operational Technology Components and systems, also known as Industrial Control
Systems (ICS) that underpin Critical National Infrastructure (CNI) such as energy
provision, transportation, and water treatment. They also underpin complex
manufacturing systems where processes are too heavy-duty, monotonous, or
dangerous for human involvement.

Operational Technology Hardware and software that detects or causes a change through
the direct monitoring and/or control of physical devices, processes and events in the
enterprise [1837].

overlay Refers to the overlay network in peer-to-peer systems that is a virtual network
linking a specified set of nodes as built on top of the nodes of the physical network.

packed malware Packed malware is obfuscated malware in which the malicious program
is compressed and cannot be analysed statically.

packing A technique to obfuscate malware (see packed malware).
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partition (physical volume) A contiguous allocation of blocks for a specific purpose, such
as the organisation of a file system.

passive dns A mechanism to collect large amounts of DNS data by storing DNS responses
from servers. (Source = RFC7719.

PCB A Printed Circuit Board is a specialized board which holds the different integrated
circuits. It is made of an insulated material with copper wiring to connect the pins of
different integrated circuits with each other and the outside.

permission synonym for access right.

person A natural person or legal person.

phishing a fraud that lures users into giving away access credentials to online services to a
criminal.

phishing kit a programme that can be installed on a server and will produce an
appropriately-looking web page for many popular services.

physical acquisition The process of obtaining the data directly from hardware media,
without the mediation of any (untrusted) third-party software.

polymorphic malware Malware that changes each instance to avoid detection. It typically
has two parts: the decryptor and the encrypted program body. Each instance can
encrypt the malware program differently and hence has a different decryptor; however,
once decrypted, the same malware code is executed. (contrast with metamorphic
malware).

polymorphism See polymorphic malware.

potentially unwanted program A program that may not be wanted by a user and is often
downloaded along with a program that the user wants. Examples include adware,
spyware, etc.

principal in policies, the active entity in an access request.

privilege an access right to a system resource.

privilege a synonym for access right.

Programmable Logic Controller (PLC) An industrially hardened computer-based unit that
performs discrete or continuous control functions in a variety of processing plant and
factory environments. It was originally intended as a relay replacement equipment for
the automotive industry. As opposed to DCS, they can be sold as stand-alone
equipment (instead of an integrated system as DCS) [1834].

proof See the discussion in Section 3.1.4.

prove See the discussion in Section 3.1.4.

RAM RAM is Random Access Memory. It is memory on an integrated circuit to store values
(data or code).

ransomware Malicious software that makes data or systems unusable until the victim
makes a payment. (Source = NIST IR 7298).

reference monitor the abstract component that mediates all accesses to objects.
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replication The aspect of adding physical or logical copies of a resource.

reshipping mule a person who is recruited by a criminal to send goods purchased with
stolen credit cards abroad.

right of action A right arising in law for one person to take legal action against another.

Root of Trust A root of trust is a component used to realize a security function, upon which
a designer relies but of which the trustworthiness can not be explicitly verified [1030] .

safety In the context of malware analysis, a requirement that malware should be prevented
from causing damage to the connected systems and networks while it runs in the
analysis environment.

security model high-level specifications of a system designed to enforce certain security
policies.

Sensor A device that perceives certain characteristics of the real world and transfers them
into a digital representation [1838].

sensor Equipment (software and/or hardware) aimed at detecting and alerting
cyberattacks, also referred to as the Intrusion Detection System (IDS).

sextortion a crime in which a miscreant lures victims to perform sexual acts in front of a
camera (e.g., a webcam in a chatroom), records those acts, and later asks for a
monetary payment in order not to release the footage.

Side Channel Attack Side Channel Attack An attack based on information gained from the
implementation of a system (e.g., that of a cryptographic algorithm) rather than
weaknesses in the algorithm (e.g., those discovered via cryptanalysis). Side Channel
attacks can be mounted based on monitoring data or key dependent variations in
execution time, power consumption or electromagnetic radiation of integrated
circuits.

signature A characteristic byte pattern used in malicious code or an indicator, or set of
indicators, that allows the identification of malicious network activities. (Source =
NIST IR 7298r2). A more current definition is indicator of compromise.

sinkholing A technique used by a DNS server to give out false information to prevent the
use of a domain name.

slack space The difference between the allocated storage for a data object, such as file, or
a volume, and the storage in actual use.

SOC System-on-chip is a very large integrated circuit that combines multiple large
components, which in previous generations might have consisted of multiple chips on
one circuit board.

spam The abuse of electronic messaging systems to indiscriminately send unsolicited
bulk messages. (Source = NIST IR 7298).

spyware Software that is secretly or surreptitiously installed into an information system to
gather information on individuals or organizations without their knowledge; a type of
malicious code. (Source = NIST IR 7298).
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SRAM SRAM is Static Random Access Memory, a type of memory that makes it easy to
address each individual bit, requiring typically 6 transistors per bit. SRAM looses its
values when the power supply is turned off.

state A legal person that normally possesses the following qualifications: a permanent
population; a defined territory; a government; and a legal capacity to enter into
relations with other states. In the context of pubic international law and diplomacy,
confirming the status of an entity as a ’state’ is a decision normally made individually
by other states through proclamation, exchange of ambassadors, etc. In the context
of a federation (e.g., States of Australia, Provinces of Canada, Länder of Germany,
States of the US), recognition normally takes place in accordance with the
constitutional procedures of that federation.

subject an entity in an IT system that speaks for a principal (sometimes used as a
synonym for principal).

Supervisory Control and Data Acquisition A supervisory control system that integrates
remote data acquisition systems with data transmission systems and
Human-Machine Interface (HMI) software to provide a centralised monitoring and
control system for numerous process inputs and outputs. SCADA systems are
designed to collect field information, transfer it to a central computer facility, and
display the information to the operator graphically or textually, thereby allowing the
operator to monitor or control an entire system from a central location in near real
time. SCADA systems and Distributed Control Systems (DCS) are often networked
together. This is the case for electric power control, although the electric power
generation facility is controlled by a DCS, the DCS must communicate with the SCADA
system to coordinate production output with transmission and distribution
demands [1609].

territorial Of, or related to, territory.

territory A delimited region of geographic space (i.e., real space, including air and water).
Often used in law to describe boundaries of a state (e.g., the territory of the Republic
of Italy).

threat An individual, event, or action that has the capability to exploit a vulnerability.

token a device used for authentication.

token a data structure encoding the result of an access decision.

trace Ordered set of events, generally of the same type, gathered in a container for easy
sequential access. A trace is, for example, a packet capture or a log file. The order is
not necessarily chronological, but is fixed at the time of writing the trace.

Transducer A device that converts variations in a physical quantity, such as pressure or
brightness, into an electrical signal, or vice versa [1839].

triage Triage is a partial forensic examination conducted under (significant) time and
resource constraints..

trojan A computer program that appears to have a useful function, but also has a hidden
and potentially malicious function that evades security mechanisms, sometimes by
exploiting legitimate authorizations of a system entity that invokes the program.
(Source = NIST IR 7298).
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Trusted Computing Base The Trusted Computing Base (TCB) is the typical root of trust for
a computer system. It contains all hardware and software components, that need to
be trusted and of which the trustworthiness can not be explicitly verified. If security
vulnerabilities occur in the TCB, then the security of the entire computer system might
be at risk.

Trusted Platform Module A Trusted Platform Module is a functional component that can
perform cryptographic operations, manage keys, and provide remote attestation
services. When implemented as a cryptographic co-processor and embedded on a
personal computer platform, it provides roots of trust so that the platform can identify
itself, its current configuration, and running software..

unlinkability The property of two (or more) items in a system that ensures that these items
are no more and no less related than they are related concerning the a-priori
knowledge of the adversary.

virus A hidden, self-replicating section of computer software, usually malicious logic, that
propagates by infecting - i.e., inserting a copy of itself into and becoming part of -
another program. A virus cannot run by itself; it requires that its host program be run
to make the virus active. (Source = SANS security glossary).

VLSI Very Large Scale Integration is a collection of electronic design automation
techniques to translate a HDL description into the actual polygons required for the
maskmaking of an integrated circuit. The VLSI tools made it possible to manage the
complexity of designing large integrated circuits.

vulnerability Something open to attack or misuse that could lead to an undesirable
outcome.

webification The process of using web technologies to display and transfer content on the
web and mobile devices..

WiFi A family of radio technologies that is used for the wireless local area networking
(WLAN).

worm A computer program that can run independently, can propagate a complete working
version of itself onto other hosts on a network, and may consume computer
resources destructively. (Source = SANS security glossary).

YARA YARA is a tool primarily used in malware analysis. It describes malware families
using textual or binary patterns. (Source = Wikipedia).
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