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GPS Spoofing of UAV Case Study

Background
The root causes of vulnerabilities are a challenge to determine.  Available information points to activities that occur in the operational system and tracking this back to the code is one level of abstraction.  Tools can be useful in reengineering some of this information.  However, tracking it back to design decisions that created weaknesses requires another level of abstraction from the code and there is only context and subject matter expertise that can help piece this together.  One level of support that can point to possibilities is the Common Attack Patterns and Enumerations (CAPEC) but these are not specific to any design.

This case should be used in conjunction with threat modeling and risk analysis to provide an understanding of the impact of poor design choices on operational systems.  Too frequently designers are so far removed from the actual operational environment that they fail to notice choices the make that lead to security issues.  

To prevent these design weaknesses, systems requirements must include scenarios for misuse and abuse that the system is not to allow to happen.  These become constraints on the design to ensure that unwanted behaviors are not allowed. 

Case Study Overview
This case study is designed to give the student practice in reviewing available information to determine if design adjustments are needed to address a vulnerability.  Materials from an actual incident (news reports and assessment documents) to provide a context but it will be up to the student to determine what design changes, if any, would be helpful in addressing the vulnerability.

Student Instructions
1. Review the media reports and develop a use case that describes the threat scenario.
Media reports – Lockheed Martin RQ-170 Incident
· http://www.csmonitor.com/World/Middle-East/2011/1215/Exclusive-Iran-hijacked-US-drone-says-Iranian-engineer-Video
· http://www.nytimes.com/2012/04/23/world/middleeast/iranians-say-they-took-secret-data-from-drone.html?_r=1&
Humphreys, Todd. Statement on the Vulnerability of Civil Unmanned Aerial Vehicles and Other Systems to Civil GPS Spooﬁng. http://homeland.house.gov/sites/homeland.house.gov/files/Testimony-Humphreys.pdf (2012).
Tippenhauer, Nils O.; Pöpper, Christina; Rasmussen, Kasper B.; & Capkun, Srdjan. “On the Requirements for Successful GPS Spooﬁng Attacks,” 75–85. Proceedings of the ACM Conference on Computer and Communications Security (CCS). Chicago, IL, Oct. 2011. ACM, 2011.
2. Analyze the scenario to identify potential design flaws that allowed the incident to occur
a. Map these to the relevant Common Weakness Enumerations (CWEs)
b. Identify possible CAPEC attack patterns exploited by the attack
3. Identify mitigations such as controls and alternate design decisions that could be used to remove the weaknesses.
Instructor notes
This exercise can be used in teaching the topics of threat modeling and risk analysis to help the students understand the complexity in connecting threats and vulnerabilities to systems design.

The resulting scenarios can be structured for misuse and abuse scenarios which would be part of requirements a system engineer should be given for a system design.  Unfortunately, too many systems are designed without consideration of these scenarios which results in design choices that provide weaknesses for attackers.

This example shows that knowledge of both the possible threat and how the system is designed to operate work together to provide a weakness for a successful attack.

Example solution 
Threat  If a malicious attacker gains control of an UAV 
Consequence Then the UAV could be used to attack US forces
Attack Steps
1. Encrypted GPS signal is jammed.
2. Navigation system fails over to an unencrypted civil GPS.
3. Authentic GPS signal is overpowered.
4. UAV is under the control of a malicious attacker.
Mitigations
M1: Include a redundant navigation system that is not reliant on GPS
M2: Ensure that navigation system does not fail over to an unencrypted civil GPS when jammed 
Additional background information to show communication links

[image: How drones work]
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