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INTRODUCTION

This Knowledge Area surveys the most relevant topics in formal methods for security. As a
discipline, formal methods address foundations, methods and tools, based on mathematics
and logic, for rigorously developing and reasoning about computer systems, whether they
be software, hardware, or a combination of the two. The application of formal methods to
security has emerged over recent decades as a well-established research area focused on the
specification and proof of security properties of systems, their components, and protocols.
This requires a precise specification of:

• the system at an appropriate level of abstraction, such as design or code,

• the adversarial environment that the system operates in, and

• the properties, including the security properties, that the system should satisfy.

Formal reasoning allows us to prove that a system satisfies the specified properties in an
adversarial environment or, alternatively, to identify vulnerabilities in the context of a well-
defined class of adversaries.

Formal methods have a wide scope of applicability. Hence this Knowledge Area is relevant
to many other KAs as it encompasses general approaches to modelling, analysis, and verifi-
cation that relate to many technical aspects of cybersecurity. Moreover, as formal methods
for security have applications across the entire system stack, this KA leverages background
knowledge of hardware and software security from other chapters. As specific prerequisites,
this KA benefits from background knowledge of logic, discrete mathematics, theorem proving,
formal languages, and programming semantics, at a Computer Science undergraduate level,
and provides references covering these topics; some relevant text books include [1, 2, 3]. Mod-
elling and abstraction are cornerstones of formal methods. This KA covers their application
across security topics, including access control, secure information flow, security protocols,
and program correctness. These can be considered with respect to requirements such as
authentication, confidentiality, anonymity, and integrity, and in the context of specific attacker
models that capture different classes of attacker capabilities, giving rise to threats to the
system.

We cover a variety of approaches to formal analysis and verification, including those founded
on semantics, games, simulation, equivalence, and refinement. This includes both logic-based
approaches (where requirements are expressed as logical statements) and behavioural ap-
proaches (given by models of secure behaviour). Our emphasis is on state-of-the-art practical
applications of formal methods, enabled by tool support. Hence, the KA covers representative
examples of mature tools for these approaches as applied in practice, including general-
purpose theorem provers such as Isabelle/HOL and Coq, satisfiability solvers such as Z3,
model checkers such as SPIN, FDR, and PRISM, and more specialised security-specific verifica-
tion tools such as Tamarin, ProVerif, CryptoVerif, and EasyCrypt. We also cover representative
examples of tool support for program development and code analysis.

Finally, we provide real-world examples where formal methods have been effective in verifying
the security of systems and their components or where analysis has been instrumental in
identifying vulnerabilities.
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Structure. We have structured this KA along three dimensions: foundations and methods
for modelling systems, types of systems, and level of abstraction. After motivating the use of
formal methods for security, we survey the different foundations and methods, along with
associated tools. We subsequently consider their application to different kinds of systems,
as well as differentiating between levels of abstraction, such as programs versus designs.
In particular, we explore hardware, protocols, software and large-scale systems, and system
configuration. These categories overlap, of course (e.g., systems are built from hardware
and software) and a formal method may be used across multiple categories (e.g., methods
for the analysis of side-channels or secure information flow are used for both hardware and
software). Nevertheless, these categories serve as a convenient structure to introduce the
different approaches, and to highlight their scope and reach with respect to different formal
analysis problems.

CONTENT

1 MOTIVATION

Formal methods have come a long way since the pioneering work of Floyd, Dijkstra, and Hoare
on assigning meaning to programs and using deductive methods for the formal verification
of small imperative programs.

Despite the undecidability of the underlying verification problems, formal methods are being
used with increasing success to improve the security of large-scale, real-world systems.
Examples of the successful industrial usage of formal methods are found at companies such
as Microsoft [4], Amazon [5, 6], and Google [7]. Concrete examples are given later in this KA.

There are several motivations for the use of formal methods in security, as discussed next.

1.1 Inadequacy of Traditional Development Methods

System development often follows the traditional cycle of code, test and fix. For security-
critical systems, “test and fix” becomes “penetrate and patch” as errors can lead to security
vulnerabilities. For example, a program missing a check when writing into memory can be
exploited by a buffer-overflow attack. Alternatively, a design that fails to check all access
requests can lead to unauthorised resource usage. The effects of even small errors can
be disastrous in practice. As explained in the Secure Software Lifecycle CyBOK Knowledge
Area [8], some attackers are very skilled at finding and exploiting even obscure bugs. Formal
methods offer the possibility of improving this cycle by rigorously establishing that systems
meet their specification or are free of certain kinds of bugs.

As we shall see, formal methods can be used during different phases of system development
and operation, and can be applied to different kinds of system artifacts.

• System design: They can be used to specify and verify (or find errors in) designs of
all kinds. A good example is security protocols, considered in Section 4, where formal
methods have made great strides in improving their security.

• Code level: As explained in the Software Security CyBOK Knowledge Area [9], programs
have bugs, which often represent security vulnerabilities. Indeed, with the right tools,
finding bugs is easy [10, 11]. As we describe in Section 2.3, formal methods tools for
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code range from simple static analysers that verify “shallow” properties (e.g., ensuring
the absence of specific kinds of security bugs) in very large code bases, to full-fledged in-
teractive verification that can verify deep properties, but usually in smaller programs. We
consider the application of formal methods to programs of different kinds in Section 5.

• Configuration level: The security of systems also depends on how they are configured.
For example, access control mechanisms require a specification of who is authorised to
do what. We address the application of formal methods to configurations in Section 6.

1.2 Towards More Scientific Development Methods

The previous discussion positions formal methods as a way to reduce security-relevant
bugs. However, one can approach the problem from the other end: as a quest to place the
development of secure systems on a firm mathematical ground. This quest for mathematical
methods to develop programs (more generally, systems) that behave as they should, rather
than merely to catch bugs, was a driving motivation for the early pioneers in formal methods.
The essence of this position is that programs and systems can be viewed as mathematical
objects that can be specified and reasoned about using mathematics and logic. For example,
imperative programs can be given semantics — operational, denotational, or axiomatic [12] —
which can be embedded in a theorem prover and used to formalise and reason about programs
and their properties [3]. Under this view, specifications are essential for documenting what
programs should do and proofs are essential for ensuring that the programs do it.

Both motivations for formal methods, in this subsection and the previous one, are standard
and independent of security. But security adds several challenges. First and foremost, the
environment is adversarial: one assumes it contains adversaries (also known as attackers)
who try to attack the system and possibly violate its intended security properties. See the
Adversarial Behaviours CyBOK Knowledge Area [13] for a discussion on the kinds of adver-
saries and adversarial behaviours one finds in practice. Indeed, security is only meaningfully
understood with respect to an adversary model that specifies a class of attackers in terms
of their capabilities or behaviours. To underscore this point, consider protecting information
on a computer’s disk. Network and file system access control might protect the information
on the disk against a remote network attacker, but fail to protect it against an attacker with
physical access to the computer who can remove the disk, read out its contents, and even
forensically analyse it to reconstruct deleted files. Hence when reasoning about systems
and their security, part of the specification must include a model of the adversary; either this
is made explicit (for example, when reasoning about security protocol in Section 4), or it is
implicit and part of the argument used to justify the analysis method.

Second, some security properties differ from those properties considered in traditional pro-
gram correctness in that they are not trace properties. A trace property is a property (or set)
of individual system executions. In contrast, some security properties are hyperproperties [14]
defined as properties of sets of executions. Note that interest in hyperproperties is not unique
to security; hyperproperties have been studied in other contexts such as process calculi.
However, hyperproperties play a particularly prominent role in security in specifying central
notions like confidentiality or integrity. We will return to the distinction between properties
and hyperproperties in Section 2.

In the quest to raise the level of rigour for security arguments, some researchers have called
for the development of a science of security. Such a science could embrace not only rich
specifications and verification methods, but also laws for reasoning about security that relate
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systems and adversaries with security properties (or policies). Taking an example from [15]:

“For generality, we should prefer laws that relate classes of attacks, classes of
defenses, and classes of policies, where the classification exposes essential
characteristics. Then we can look forward to having laws like “Defenses in class
D enforce policies in class P despite attacks from class A” or “By composing
defenses from class D′ and class D′′, a defense is constructed that resists the
same attacks as defenses from class D.”

The question is still open on how such a science should look and how it would relate to
traditional sciences, with their notions of theories about the empirical world and refutation
via experimentation and observation. Indeed, an in-depth analysis and critique of different
approaches to developing a science of security was provided by [16] who note, for example,
that the history lessons from other sciences first need to be better accounted for. In addition,
formal verification, while unquestionably valuable, is only one part of a security rationale. One
often fails to validate the mapping between models and assumptions to actual systems and
adversaries in the real world [17]; in fact, this validation between mathematical abstractions
and the real world falls outside of the domain of formal proof [18]. A real-world adversary will
not be deterred from attacking a system just because a mathematical theorem apparently
rules this out.

1.3 Limitations

Section 1.2 touches upon a central limitation of formal methods: the faithfulness of the
models. Namely, one verifies properties of models, not the actual systems used. Hence the
quality of the results depends on the quality of the model. This is a general problem for all
formal methods, although runtime verification methods, discussed in Section 2.3.4, partially
mitigate this problem as they analyse the actual running system rather than a separate
model of the system. The use of executable system models, supporting simulation and
model animation, can also help uncover system formalisation errors. For security, adversary
modelling is particularly critical and the capabilities of adversaries are notoriously difficult to
model accurately given human skill and creativity in attacking systems.

A second limitation of formal methods is that one may simply fail to specify all relevant system
requirements, including relevant security requirements. Requirements may also be specified
incorrectly. Formal methods that return counter examples, such as model checkers, can to
some extent help counter the problem of incorrect property specifications (or mistakes in
the system model), but they will not help in revealing overlooked system properties. Bridging
requirements, which are in the heads of the different system stakeholders, with formal models
is a difficult problem that is ultimately outside of the domain of formal methods themselves.

To illustrate the above two points, consider full-stack verification, where the idea is to verify
as much of the entire system as possible, rather than just fragments of it. In particular, the
aim is to bridge layers of the software-hardware stack such as high-level programs, low-level
assembly programs, the operating system that programs run on, and the underlying hardware.
In Section 5.6 we give an example of such a system stack where all levels are linked by
theorems about the translations provided by compilers and assemblers. The theorems and
their proofs provide rigourous mathematical guarantees about the stack’s contents (e.g.,
programs, assembly code, operating system, and hardware) and the relationships between
the stack’s layers. But the two limitations mentioned above, concerning the top and bottom
of the stack, remain. That is, are the relevant properties correctly specified for the high-level
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programs and does the low-level hardware actually conform to its model?

Finally, there are theoretical and practical limitations regarding the verification methods and
tools themselves. Rice’s theorem tells us that any nontrivial property about Turing complete
languages is undecidable. So we should not hope for a push-button verification tool that
will always terminate and can verify all relevant properties of arbitrary systems in a sound
and complete way. In practice, compromises must be made. The tools may approximate
behaviours (giving false negatives or false positives depending on the approximation, while
still being useful), or target only specific classes of programs or properties, or require human
interaction, as is the case of interactive theorem proving. Another drawback is that many
tools are demanding in terms of the expertise and effort required, and these demands may be
hard to satisfy in projects with limited resources for quality assurance.

2 FOUNDATIONS, METHODS, AND TOOLS

[14, 19, 20, 21, 22, 23]

In this section we will take a broad, high-level view of approaches to reason about the security
of systems. Note that by system, we include hardware and software at all levels of the system
stack, and at different levels of abstraction. In some cases, we will move between the terms
system, program, and process, to reflect the terminology used in the relevant literature.

2.1 Properties of Systems and Their Executions

2.1.1 Trace Properties

In formal methods, it is common to take an abstract view of systems and their behaviours.
System executions are modelled as finite or (for non-terminating systems) infinite sequences

π , s0 s1 s2 · · · ,

where the si belong to an alphabet Σ. Possible interpretations of the si are system states,
atomic actions, or even state-action pairs. Such a sequence is called a trace.

Under this view, a system defines a set of traces. A property can also be defined by a set of
traces, and is, unsurprisingly, called a trace property. System correctness can then be defined
in terms of set inclusion: the traces of the system are included in the traces of the property,
i.e., the system’s behaviour satisfies the property.

In security, many relevant properties are safety properties. Informally they stipulate that
something “bad” or “undesirable” does not happen during system execution [24, 19]. An
invariant is a standard example of a safety property, expressing that the system never reaches
an undesired state. In more detail, an invariant is a property of states that should hold of every
reachable system state. It is defined by a subset of Σ (the “good” states) and can be extended
to traces s0 s1 s2 · · · , whereby a trace satisfies an invariant when every si satisfies it. An
example is the invariant “only the owner of a file may view its content”; this is a safety property
where the bad thing is reaching a system state where a file is being viewed by someone
other than its owner. Another example of a safety property, expressed directly as a trace
property and formalisable in a temporal logic like linear temporal logic (LTL), would be that
“withdrawing funds requires first entering a PIN.” In temporal logic this might be expressed as:

�(FundsWithdraw→ �EnterPIN) ,
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where the two propositions are interpreted as the actions of withdrawing funds and PIN entry
and � and � are the LTL operators for “always” and “sometime in the past”, respectively. Note
that this safety property is not an invariant as it is not a property of states.

The notion that something bad never happens seems to be a good fit for many security
properties, where the bad thing might be some unauthorised action. Safety properties also
have the attractive feature that, when they are violated, they are finitely falsifiable. Namely, a
finite trace is enough to witness a violation since once a safety property is violated, the breach
can never be rectified by some extension of the trace.

Not all trace properties are safety properties. In particular, liveness properties do not constrain
the finite behaviour of a system but rather impose requirements on its infinite behaviours.
A typical example is that some event occurs infinitely often or that, possibly under some
conditions, something “good” eventually happens. In practice, liveness properties are much
less common in security than safety properties as they abstract from when events occur.
Although this is meaningful in verification, e.g., to rule out infinite loops, in security we often
need more concrete guarantees. For example, if an authentication server should respond to
requests, it is not that helpful to know that it will eventually do so. In practice some upper bound
on the response time is required, which thereby turns the property into a safety property. Finally,
note that some trace properties are neither safety nor liveness, but rather the conjunction of a
safety and liveness property [19].

Trace properties can be established using model checkers, notably when the systems gen-
erating them are finite-state, or using theorem provers. For safety properties, their finite
falsifiability also makes them well-suited to runtime monitoring. We describe this in more
detail in Section 2.3.

2.1.2 Hyperproperties

Some security properties are not properties of traces but rather hyperproperties, which are
properties of sets of traces. To determine whether a system satisfies a hyperproperty it is
no longer sufficient to examine each of the system’s traces individually, one must instead
examine the entire set of traces.

Let us start with a simple illustrating example, from the domain of side-channel analysis, also
discussed in Section 3.2. Consider timing side-channels in a setting where adversaries cannot
only observe system input and output, but also how much time functions, like encryption, take
to be executed on their input. This could be modelled using timed traces: events modelling
function computations are augmented with the time required for the computation. If a func-
tion’s computation does not admit a timing side-channel, then the time required to compute
the function should be independent of any secret input. In other words, the time taken to
execute on any secret is the same as the time taken to execute on any other secret. Analysing
any individual trace π would be insufficient to establish this. One must examine the set of
all of the system’s traces. Actually, in this particular example, it would suffice to examine all
pairs of system traces. This is an example of what is known as a 2-safety hyperproperty [14].

Hyperproperties were first studied, without being so named, in the 1980s when researchers
started investigating noninterference [20] and related secure information flow properties [25,
26]. Hyperproperties emerged almost 30 years later [14] as a general formalism capable of
specifying such notions. As such, hyperproperties represent a generally useful contribution
from the security community to the formal methods community. Let us consider this in more

KA Formal Methods for Security | July 2021 Page 8

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

detail focusing on noninterference, the prevailing semantic notion for secure information flow
[27]; see also Section 5.1 for more on this topic.

Noninterference is studied in a setting where users and the data they input into systems have
different classifications and the actions of privileged users should not affect, or influence,
those of less privileged users. In other words, the secret (or high) inputs of privileged users
should not interfere with the public (low) outputs observed by non-privileged users. Put more
simply, the public outputs are independent of the secret inputs.

To see how this can be formulated as a hyperproperty, consider a system with inputs I that
receives high inputs h and low inputs i ∈ I\{h} and produces low outputs o. In this context, we
might formalise noninterference by requiring that all system traces π and π′ whose inputs differ
only in h, have, at all times, the same outputs o. This is a hyperproperty whose formalization
involves two traces (technically, it is another example of a 2-safety hyperproperty) and it can
be formalised in a hyper-temporal logic supporting explicit quantification over traces, like
hyperLTL [28, 29] as follows:1

∀π.∀π′.�(
∧

i∈I\{h}

iπ = iπ′)⇒ �(oπ = oπ′) .

The original formalisation of noninterference by Goguen and Meseguer [20] was in the spirit
of the above definition, although somewhat different in its details. It was stated in terms of
deterministic state-transition systems and the purging of high inputs. Namely, the commands
entered by users with high clearances can be removed without affecting the outputs learned by
those users with low clearances. Since this original formulation, researchers have proposed
numerous generalisations and variants [27], which can naturally be cast as hyperproperties.
These include observational determinism [30] (stating that every pair of traces π and π′

with the same initial low observation are indistinguishable for low users, i.e., the system
appears deterministic to these users), generalised noninterference [31] (which allows for
nondeterminism in the low outputs, but requires that they are unaffected by high inputs)
and numerous variants of noninterference based on interleavings of traces, such as those
considered by McLean [32] and other researchers.

Hyperproperties have their own associated theory with notions like hypersafety, which gener-
alises safety properties to sets of traces, and hyperliveness. For example, a hyperproperty
is hypersafety when, to disprove it, it suffices to show a counterexample set of finite traces.
There are also model checkers explicitly built for hyper-temporal logics, discussed further in
Section 2.3.

1In this hyperLTL formulation, taken from [29], the π and π′ are path variables (semantically, they range over
the infinite traces of a given Kripke structure) and atomic formulas of the form aπ refer to the occurrence of an
atomic proposition a at the current (starting) position of the path π.
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2.1.3 Relations on Systems

The previous notions focused on properties expressed in terms of system behaviours, i.e., their
execution traces. One may alternatively define relations directly between systems themselves.
A standard setting for this is where a system, possibly concurrent or distributed, is represented
as a labelled transition system (LTS) or some variant thereof. In its simplest form, an LTS is a
triple 〈Q,A,→〉 consisting of a set of states Q, a set of actions (or events) A, and a transition
relation → ⊆ Q × A × Q, where q a→ q′ represents the transition from state q to q′ taking
place when the action a occurs. An LTS may be extended to a labelled Kripke structure by
additionally labelling states by predicates, from a given set P , that hold in that state. When P
is a singleton (or omitted) then the labelled Kripke structure is simply called a Kripke structure.
Moreover, when the labelled Kripke structure has an initial state, it is sometimes called a
process graph. Finally, it is called a (nondeterministic) finite automaton when the states and
set of actions are finite and the single predicate denotes acceptance.

There has been substantial research in the formal methods community on process theory: how
to represent systems by processes and define and verify statements about the relationship
between processes. In addition to directly representing processes as variants of labelled
transition systems, one can use richer or more specialised languages that emphasise aspects
like concurrency or communication. Options here include structures such as Petri nets, event
structures, or process calculi like CCS and CSP.

Numerous relations have been defined and studied to compare processes. They capture
different notions like two processes are interchangeable or one process implements another,
for instance. Such relations range from being very strong, like the isomorphism of process
graphs, to being much weaker, like the equivalence of their traces, viewing them as automata,
as well as relations in between like simulation and bisimulation [33, 34, 35]. Demanding that
two systems have the same structure (isomorphism) is usually too strong in practice as this is
not something that a system’s user, or an attacker, can directly observe. The weaker properties
of trace equivalence or trace containment are relevant for checking safety properties, where
one LTS represents an implementation and the other a specification. Bisimulation is stronger
than trace equivalence as it additionally identifies systems with the same branching structure.

Formalising properties as process equivalences is common in security. Different equivalences
are used, such as observational equivalence (discussed below), testing equivalence, and
trace equivalence [36, 37, 38]. A standard cryptographic notion is indistinguishability, which
formalises that an adversary cannot distinguish between two protocols, usually either the
same protocol using different secrets, or a real protocol and a simulation of the protocol
using random data. Observational equivalence formalises a similar notion in the context
of processes, whereby two processes P and P ′ are observationally equivalent if, intuitively
speaking, an observer, who may be an attacker, cannot tell them apart. The processes may
compute with different data and the way they compute internally may be completely different,
but they appear identical to an external observer. Observational equivalence is also attractive
as it is a congruence relation that supports compositional proofs: whenever a process P
is equivalent to another process P ′, then P can be replaced by P ′ in other, more complex
processes.

Observational equivalence for processes in the applied pi calculus [38] has been extensively
studied in the formal methods for security community. This calculus is a process calculus,
based on Milner’s pi calculus, that supports a term algebra used to model cryptographic
operations used, for example, in cryptographic protocols. It is worth noting that robust
verification tools exist for this calculus like the security protocol model checker ProVerif [39],
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discussed in Section 4. For the applied pi calculus, observational equivalence amounts to
a form of labelled bisimulation, which provides proof techniques for establishing process
equivalence. Moreover, observational equivalence can be naturally used to formalise privacy-
style properties. Applications include formalising the resistance of protocols to guessing
attacks, strong secrecy (the attacker cannot distinguish between different values of a secret),
and anonymity and unlinkability properties (for example, the attacker cannot distinguish
between two processes implementing an election protocol that are otherwise identical, except
that one swaps the votes of two arbitrary voters) [40, 41, 39].

2.2 Logics and Specification Languages

Formal methods require one or more languages to specify systems and their properties. In
practice, one rarely specifies systems directly as labelled transition systems as it is easier to
use higher-level languages. Even programming languages or hardware description languages
can be used, where programs are given operational semantics in terms of transition systems
and there is support for translating between high-level and low-level descriptions. Alternatively,
one might work with a specialised language like a process calculus that emphasises partic-
ular aspects of systems, such as concurrency and interaction. We have already mentioned
examples of specialised languages, such as the applied pi calculus, which is well suited for
specifying security protocols.

In many cases, the specification language is the language of a logic (or a logical theory)
that also provides a sound way to reason about statements in the language, in particular, to
determine their validity or satisfiability. The specific language used and statements made
depend on what is being formalised and what should be proven.

There is no general agreement on what is the ideal logic or language to use for program
specification; one’s choice of logic and associated verification system is partly a matter of
taste, expressiveness, desire for automation, and education. The specification formalisms
used in practice range from weak, relatively inexpressive logics that have decision procedures,
to stronger, expressive logics that usually require interactive theorem proving. Weaker logics
include propositional logic and propositional temporal logics. Stronger expressive logics
include higher-order logics, both classical and constructive. An intermediate option would
be to use a logic based on (some fragment of) first-order logic with equality and background
theories.

The weaker logics are limited in what they can formalise. For example, propositional logic
cannot talk about relations and functions. This is possible in first-order logic, but only for
some relations and functions. For instance, one cannot formulate inductively defined relations,
which are relevant when reasoning about the operational semantics of systems or protocols,
e.g., to capture the reachable states. When the logic used is insufficiently expressive, then
such notions must be approximated. For example, using the technique of bounded model
checking, one can encode in propositional logic the traces of a system up to some given length
and then use decision procedures based on satisfiability or SMT solvers to verify properties
of these bounded-length traces [42].

A middle ground is to use a specification language based on a particular fragment of first-order
logic or a given first-order theory such as primitive recursive arithmetic or Peano arithmetic,
which would allow formalising recursive computations over the natural numbers and other
data structures. The ACL2 theorem prover [43] is an example of a theorem prover built on
such a logic that has been used to formalise algorithms and systems represented in pure Lisp.

KA Formal Methods for Security | July 2021 Page 11

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

The logic used enables a high degree of automation in constructing proofs, in particular for
proofs by mathematical induction. ACL2 has been applied to verify the functional correctness
and security properties of numerous industry-scale systems [44].

Alternatively, one might prefer a richer logic, trading off proof automation for expressiveness.
Higher-order logic is a popular example. It can either be based on classical higher-order logic,
formalised, for example, in the Isabelle/HOL [45] or HOL-light [46] systems, or a constructive
type theory like the calculus of inductive constructions, implemented in the Coq tool [47, 48].
In these richer logics, one can formalise (essentially) all mathematical and logical notions
relevant for reasoning about systems. These include systems’ operational semantics, proper-
ties, hyperproperties, and other correctness criteria, as well as relations between systems like
refinement relations. Nipkow and Klein’s textbook on concrete semantics [3] gives a good
overview of how programming language semantics, programming logics, and type systems
can be formalised in Isabelle/HOL, with applications, for example, to information flow control.

2.3 Property Checking

Arguments about systems’ security properties can be machine supported. This ranges from
tool-supported audits, used to detect potential vulnerabilities, to proofs that systems are
secure. We will explore a range of different options in this section, including those based on
proofs, static analysis, and dynamic analysis. All of these improve upon human-based system
audits or pencil-paper based security proofs in their precision, automation and (to varying
degrees) scalability.

2.3.1 Interactive Theorem Proving

Interactive theorem proving is the method of choice for proving theorems when using expres-
sive logics like higher-order logic. In general, interactive theorem proving is used for logics
and formalisms where deduction cannot easily be automated, and therefore, humans must
interactively (or in a batch mode) guide a theorem prover to construct proofs. This is often
the case when inference problems are undecidable or of sufficient computational complexity
that human assistance is required to construct proofs in practice.

In contrast with the other methods described in this section, interactive theorem proving is
substantially more labor-intensive. Some of the more tedious forms of interaction (arithmetic
reasoning, simple kinds of logical reasoning, applying lemmas, etc.) can be offset by inte-
grating decision procedures and other inference procedures into theorem provers. Moreover,
many provers are extensible in that users may write tactics, which are programs that imple-
ment proof construction strategies and thereby automate parts of proof construction [49].
Nevertheless, even with automation support, it may still be necessary to guide the theorem
prover by establishing lemmas leading up to a proof. For example, for program verification,
one may need to provide loop invariants, or appropriate generalisations for proving inductive
theorems. This effort, although time-consuming, has a side benefit: the human carrying out
the proof gains insight into why the theorem holds.

Interactive theorem proving has been applied to numerous large-scale verification projects
where the verification time is measured in person-years. We will present one example of this,
the verification of the seL4 microkernel, in Section 5.4.
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2.3.2 Decision Procedures

Advances in decision procedures and other forms of algorithmic verification have played
an essential role in increasing the usage and acceptance of formal methods across a large
range of industry applications. Even humble propositional logic is relevant here, as it often
suffices to encode and reason about (finite) system behaviours, system configurations, and
other system artifacts. There now exist highly effective constraint solvers for the satisfiability
problem (SAT) in propositional logic. Due to advances in algorithms, data structures, and
heuristics such as conflict-driven backtracking, SAT solvers like Chaff [50], Grasp [51], and
MiniSAT [52] can determine the satisfiability of formulas with millions of clauses and solve
real problems in program analysis.

SAT-based procedures (as well as other procedures, such as those used for computer algebra
[53]) have also been successfully extended to reason about the satisfiability of fragments of
first-order logic, so-called satisfiability modulo theories (SMT) [54, 21] as embodied in tools
like Z3 [55], CVC4 [56], and Yices [57]. The languages that such tools handle are fragments
of first-order logic restricted syntactically or semantically, e.g., by syntactically restricting
the function or predicate symbols allowed or by fixing their interpretation. Such restrictions
can lead to decidable satisfiability problems and allow for specialised algorithms that exploit
properties of the given fragment. The resulting decision procedures may work very well in
practice, even for fragments with high worst-case computational complexity. Examples of
theories supported by SMT solvers include linear and nonlinear arithmetic (over the reals
or integers), arrays, lists, bit-vectors, IEEE standard floating-point arithmetic, and other data
structures.

SAT and SMT procedures have numerous applications for reasoning about properties of
systems. These include determining the validity of verification conditions, symbolic execution,
bounded and unbounded model checking, software model checking, predicate abstraction,
and static analysis, to name but a few examples. We shall see examples in other sections of
this chapter of how decision procedures are used to support other deduction methods.

Many security properties can be expressed as temporal properties, in particular safety proper-
ties. When systems, or their abstractions as models, are finite-state, then model checking
algorithms provide a decision procedure for determining that the system model satisfies
the specified properties [58, 59]. For small state spaces, one may explicitly represent and
exhaustively search them. For larger state spaces, more sophisticated techniques have been
developed. For example, both the system and property can be represented as automata
and efficient algorithms are used to determine if the system specification conforms to the
property, for notions of conformance that correspond to language inclusion, different re-
finement orderings, or observational equivalence. The transition systems of the automata
can be represented symbolically, e.g., using binary decision diagrams [60], and strategies
like partial-order reduction [61] can be used to reduce the search through the state-space of
concurrently executing automata.

Numerous successful model-checkers have been developed. Aside from incorporating differ-
ent algorithms and data structures, they employ different system and property specification
languages. System specification languages include variants of automata, process algebra,
and higher-level programming languages for describing concurrently executing processes.
Property specification languages include temporal logics like LTL, CTL, and probabilistic vari-
ants. Examples of effective, general purpose model checkers are the explicit-state LTL model
checker SPIN [62], the symbolic model checker NuSMV supporting both LTL and CTL [63], the
model checker FDR2 supporting programs and properties specified in the process calculus
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CSP and different refinement relations [64], and the model checker PRISM for modelling and
reasoning about systems with random or probabilistic behaviours [65].

Particularly relevant for security are algorithms and tools that have been developed for model
checking systems with respect to hyperproperties [29]. Also relevant are the specialised
model checkers developed for security protocols, described in Section 4.1.2. These tools
support protocol specifications involving cryptographic functions and effectively handle the
non-determinism introduced by an active network adversary.

2.3.3 Static Analysis

Static analysis (cf. Malware & Attack Technologies CyBOK Knowledge Area [66] and Software
Security CyBOK Knowledge Area [9]) refers to a broad class of automated methods that
analyse programs statically, that is without actually executing them. Most static analysis
methods operate on a program’s source code or some kind of object code, rather than at the
level of designs. Despite the undecidability or intractability of most questions about program
behaviour, static analysis attempts to efficiently approximate this behaviour to either compute
sound guarantees or to find bugs. The behavioural properties analysed are usually limited
to specific problems like the detection of type errors or division-by-zero. For security, the
properties might focus on vulnerabilities such as injection attacks or memory corruption
problems. In contrast to verification using theorem provers, the emphasis is on completely
push-button techniques that scale to industry-sized code bases. Indeed, in the interest of
minimal user interaction (and thereby greater acceptance), many static analysis methods do
not even require a formal specification but instead target certain kinds of “generic” problems
that often lead to runtime exceptions or security vulnerabilities in practice. In other words,
they target “shallow”, but meaningful, general properties analysed on huge code bases rather
than “deep” system-specific properties analysed on relatively small programs and designs.

The methods used vary from tool to tool. As observed in the Software Security CyBOK
Knowledge Area [9] a major divide in the tools, and also in the research community, concerns
soundness. Some tools are heuristic-based checkers and explicitly reject the requirement for
soundness [11]. For other tools, soundness is imperative and, while false positives may be
tolerated, false negatives are not acceptable.

Many of the sound methods can be cast as some kind of abstract interpretation [22] where
the program’s control-flow graph is used to propagate a set of abstract values through the
different program locations. The abstract values are approximate representations of sets
of concrete values — for example, the abstract values may be given by types, intervals, or
formulas – and are determined by an abstraction function, which maps concrete values to
abstract values. The propagation of abstract values is continued until these values cease to
change. Mathematically, this can be understood as the iterative application of a monotone
function until a fixed point is reached.

Industrial-strength static analysis tools are extremely successful and widespread. Early
examples of such tools, from the 1970s, were type checkers and programs like LINT, which
enforced the typing rules of C even more strictly than C compilers would. More modern tools
leverage theoretical advances in abstract interpretation, constraint solving, and algorithms
for inter-procedural analysis. Examples of such tools include Grammatech’s CodeSonar,
Coverity’s Prevent (for an early account, see [11]), or Micro Focus’ Fortify tool.

As a concrete example of a successful tool, the Fortify tool classifies security bugs into
different categories and employs specialised analysis techniques for each category. As
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an example, one category concerns input validation, and includes vulnerabilities such as
buffer overflows, command injections, cross-site scripting, HTTP response splitting, path
manipulation, reflection abuse, and improper XML validation, to name but a few. One static
analysis technique that the Fortify tool applies to these problems with considerable success
is taint analysis 2, which tracks how possibly untrusted inputs can flow unchecked through
the program and thereby affect (or taint) arguments to function calls or outputs to users.
For instance, if user input could flow through the program and be used as part of an SQL
query, then this would represent a potential SQL injection vulnerability. Other categories, with
associated analysis techniques, focus on API abuse, improper use of security features, or
encapsulation issues.

Two modern examples of the large-scale applications of formal methods are the use of
static analysis (and other) tools at Google and Amazon. Google incorporates a variety of
analysis tools into their developer workflow [7]. The tools are, by the authors’ own account,
“not complex” and include bug finding tools that extend the compiler (including abstract-
syntax-tree pattern-matching tools, type-based checks, and unused variable analysis) and
more sophisticated tools that support code audits. Unlike the compiler-based tools, the audit
tools incorporate abstract-interpretation techniques that may generate false positives, that is,
they sometimes report on potential problems that are not actual problems. The Google tools
also suggest possible fixes to the problems they report.

Amazon [6, 67] has similarly had considerable success applying formal methods to prevent
subtle but serious bugs from entering production. In contrast to Google’s practices, as
reported in [7], Amazon uses a combination of automated static analysis tools alongside
techniques based on explicit specification, model checking and theorem proving. So push-
button techniques are combined with more time-intensive specification and verification for
critical components or properties. For example, multiple Amazon teams are using TLA+ (which
is a language based on a combination of set theory and temporal logic, with associated tools)
to specify systems and carry out proofs about their properties. [68] reports that these tools
are extensively used to reason about security-critical systems and components, including
cryptographic protocols, cryptographic libraries, hypervisors, boot-loaders, firmware and
network designs.

2.3.4 Dynamic Analysis

Runtime verification (cf. Malware & Attack Technologies CyBOK Knowledge Area [66] and
Software Security CyBOK Knowledge Area [9]) is a general approach to verifying properties of
systems at runtime [23]. In this approach, one specifies the property φ that a system should
satisfy and uses a tool to verify that φ holds for the actual behaviour(s) observed during
execution. The tool may work by running alongside the system and checking that its observed
behaviour agrees with the property, or the checks may even be woven into the system itself to
be checked as the system executes [69]. When the system fails to satisfy the property φ, a
relevant part of the current execution trace may be output as a counterexample, witnessing
φ’s failure.

In more detail, runtime verification is often implemented by a monitoring program. This
program observes the behaviour of a target system, which is a finite, evolving trace π =
s0 · · · sn−1 at some level of abstraction, e.g., the program’s inputs and outputs, or perhaps

2Taint analysis is also implemented in some tools as a dynamic analysis technique where taint information
is tracked at runtime.
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(parts of) its internal states. Each new event sn produced by the system extends the trace π to
s0 · · · sn and the monitor determines whether this extended trace satisfies or violates φ, and
violations are output to the user. Depending on φ’s structure, violations can be determined
immediately once they occur (e.g., for formulas in past-time temporal logics). Alternatively,
for other formulas (e.g., those involving future-time operators), the monitor may not be able to
report a violation caused by the current event sn until some time in the future.

Runtime verification has trade-offs compared with other techniques like model checking and
theorem proving. Rather than checking whether all system behaviours satisfy the desired
property φ, one checks just that the observed behaviour satisfies φ. In this sense, runtime
verification amounts to model checking a trace. Unlike the previously discussed verification
approaches, runtime verification methods produce relatively weak verification guarantees: they
can only establish φ for the executions they witness. However, in contrast to model checking
and theorem proving, these are guarantees with respect to the actual system executing in its
real environment, rather than with respect to some model of the system and its environment.
Moreover, at least for safety properties, runtime verification does not produce false positives
like static analysis does. Finally, the methods used are completely automated and often
efficient and scalable in practice.

Recently, progress has been made on runtime monitoring techniques for hyperproperties [70].
In this setting, one may need to give up some of the advantages of runtime verification for
trace properties. In particular, since the monitor observes just one trace, but a hyperproperty
refers to sets of traces, the monitor may have false positives due to the need to approximate
the other unobserved traces.

Runtime verification has been successfully deployed in numerous safety and security-critical
settings. NASA is a case in point, where different approaches to runtime verification have been
used for the real-time monitoring of Java programs [71]. [72, 73] provide examples of using
the MonPoly tool [74] to monitor security policies and data protection policies of distributed
systems.

3 HARDWARE

[75, 76, 77, 78]

Hardware security and attacks on hardware were presented in the Hardware Security CyBOK
Knowledge Area [79]. Formal methods are now widely used when developing hardware [75]
and are indispensable for assurance. As explained in the Hardware Security CyBOK Knowledge
Area [79], the Common Criteria standard can be used to guide hardware security evaluations,
and its higher Evaluation Assurance Levels mandate the use of formal models and formal
methods in this process. More generally, hardware verification is a well-developed research
area, see for example the surveys [80, 81]. We highlight here some security-relevant topics in
this field.
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3.1 Hardware Verification

Microprocessors and other hardware components can be formulated at different levels of
abstraction ranging from high-level Hardware Description Languages (HDLs) at the register
transfer level (e.g., in HDLs like Verilog or VHDL) to low-level descriptions at the transistor
level. Once the description languages used are given a semantics, one may use decision
procedures and theorem provers for property verification.

Historically, much of the progress in decision procedures and model checking was driven
by hardware verification problems. For example, equivalence checking for combinational
circuits led to advances in propositional satisfiability procedures, e.g., data structures like
ordered binary decision diagrams [60]. Verifying temporal properties of sequential circuits
was a central motivation behind the development of efficient model checking algorithms.
Moreover, by giving HDLs a semantics in a language for which verification tools exist, one can
directly utilise existing tools for those languages. For example, [82] shows how designs in
the Verilog HDL can be translated into equivalent ANSI-C programs. The property of interest
is later instrumented into the C program as an assertion. Standard verification techniques
can be used to validate the assertion such as bounded model checking, path-based symbolic
execution, and abstract interpretation.

For large-scale hardware systems, some form of semi-automated or interactive theorem
proving is usually required. For example, ACL2 has been used to verify a number of micropro-
cessors due to its support for automated inductive reasoning (useful to establish invariants
about system behaviour) and because designs can be efficiently executed (useful both for
simulation and for proofs). The ACL2 verification of a microprocessor is described in [83],
which features complex control mechanisms such as out-of-order issue and completion of
instructions, speculative execution with branch prediction, and memory optimisation such as
load-bypassing and load-forwarding. Such verification can be part of a Common Criteria certi-
fication. For example, [84] reports on the certification of the AAMP7G Microprocessor, where
the ACL2 theorem prover was used to verify that its microcode, implementing a separation
microkernel, was in accordance with EAL 7 requirements (the highest evaluation level in the
Common Criteria) and guarantees security-relevant aspects such as space partitioning.

3.2 Side-Channels

Particularly relevant from the standpoint of hardware security is the detection and removal of
side-channels. A side-channel is an unintended communication channel where information
presumed secret, such as cryptographic keys, can be leaked. Examples of hardware side-
channels are presented in the Hardware Security CyBOK Knowledge Area [79], including
side-channels and attacks based on timing and power analysis.

Abstractly, detecting side-channels requires analysing hardware (or programs) to determine if
one can observe differences in behaviour, depending on values of secret data. This amounts to
checking noninterference of secret values on observable outputs, where the observations can
include measurements like timing or power usage. Note that analysis of noninterference and
other secure information flow notions are typically studied for software (see Section 5.1 for
more on this) but some techniques are cross-cutting and have also been applied to hardware.
One challenge in reasoning about noninterference for both hardware and software is that,
even in well-designed and well-implemented algorithms, often some information can leak. For
instance, the failure to decrypt a message or the failure to log-in with a guessed password
reveals some limited information about the secret, namely that the guessed key or password
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was incorrect. One option here is to explicitly specify where information is allowed to leak in
controlled ways. This is called declassification [85]. Another option, which we explore further
below, is to measure how much information can be leaked through a side-channel.

There is a large body of work on side-channel analysis, focusing on foundations and analysis
methods as well as attacks and countermeasures. Early research, like [86, 87], developed
generic models and frameworks for proving that hardware implementations are free of side-
channels, for measuring the amount of information that can be leaked when side-channels
exist, and for exploring possible countermeasures to eliminate leakages. As an example,
[88] proposes a mathematical model, based on abstract virtual-memory computers, that can
be used to develop provably secure cryptography in the presence of bounded side-channel
leakage. This model was further specialised into a framework for evaluating side-channel
attacks by [76], which measures information-theoretic leakage with respect to adversaries
who interact with the system in non-adaptive ways.

While the above research focused more on foundations, subsequent research moved closer
to tool-supported formal methods. In [89], Köpf et. al. propose a framework that, like [76],
uses information-theoretic metrics to measure side-channel leakage. However in this work,
the metrics are used to quantify the information revealed to an adaptive adversary who
can make timing or power measurements, based on the number of interactions with the
system under attack. The essential idea is to search over all adversary attack strategies,
which are the adaptive decisions that the adversary can make, and use information-theoretic
entropy measures to express the adversary’s expected uncertainty about the secret after
interacting with the system using each strategy. This framework is instantiated with a hardware
description environment, thereby supporting the automated detection and quantification of
information leakages in hardware algorithms, like those implementing cryptography.

More recent research incorporates ideas from program analysis to track the observations
that can be made by adversaries. For example, for reasoning about micro-architectural side-
channels, the cache audit tool [77] uses an abstract interpretation framework, with a suitable
abstract domain, to track information about the possible cache states. This is used to quantify
the information leakage possible by measuring the timings associated with cache hits and
misses that can occur during execution on different control flow paths. The tool takes as
input a program binary and a cache configuration and derives formal, quantitative security
guarantees against adversaries that can observe cache states, traces of hits and misses, and
execution times.

Researchers have also developed techniques that use formal models and program analysis
to either generate programs that are, guaranteed to execute in constant time (independent of
secret data) or repair programs with timing leaks by ensuring that all branches take the same
time [90, 91, 92, 93]. There is, however, still considerable research left to do. Most current
work stops at the level of intermediate representation languages, rather than going all the
way down to machine code. Another deficit lies in the fact that the models are not detailed
enough to say what happens under speculative or out-of-order execution at the hardware level.
Overcoming these limitations remains an important challenge.
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3.3 API Attacks on Security Hardware

Even when hardware implements the ”right” functionality and is free of side-channels, it may
still be vulnerable to attacks that leak secrets. An active research area has been on attacking
security hardware by abusing its API, effectively by sending the hardware valid commands but
in an unanticipated sequence that violates the designer’s intended security policy [78]. Such
attacks have been carried out against a wide variety of security-critical hardware including
cryptographic co-processors and more specialised processors designed for automated teller
machines, pay-TV, and utility metering. The problem of API attacks is cross-cutting as they
are also applicable to software libraries. API attacks can also be seen as a protocol problem
in how the API is used; hence formal methods and tools for security protocols, described in
Section 4, are relevant for their analysis.

One particularly successful application of formal methods has been the use of protocol model
checkers to detect attacks on security tokens over their RSA PKCS#11 APIs. As [94] shows,
given a token it is possible to reverse-engineer a model of its API in an automated way. This
model can then be input to a security protocol model checker to search for attacks where
sensitive keys are exposed to the adversary.

4 CRYPTOGRAPHIC PROTOCOLS

[95, 96, 97, 98, 99, 100]

Security protocols are a superb showcase for formal methods and how their use can improve
the security of critical systems and their components. As noted in [99], security protocols
play a role analogous to fruit flies for genetic research: they are small and seemingly simple.
However, for protocols, this simplicity is deceptive as they are easy to get wrong. A classic
example of this is the attack that Lowe found in the 1990s on a simple three step entity
authentication protocol that is part of the Needham Schroeder Public Key protocol [98].

Formal methods for security protocols have been the subject of considerable research for
over four decades; see [101] for a survey on security protocol model checking and [102] for a
more general survey on computer-aided cryptography. Our focus in this section is primarily
on using formal methods to analyse security protocol designs; we return to implementations,
in particular of cryptography, in Section 5.2. Design verification has high practical relevance
as if designs are not secure, then no (design-conform) implementation will be secure either.
In the past, this issue was not taken seriously enough and most protocols were standardised
without a clear formulation of either their properties or the intended adversary [103]. This
situation is now improving, albeit slowly. Protocol verification tools are having a practical
impact on the design of security protocols that matter, such as ISO/IEC Protocols for Entity
Authentication [104], TLS 1.3 [105, 106, 107], 5G [108], and the EMV standard for credit-card
payments [109, 110].
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4.1 Symbolic Methods

Symbolic models are the basis of many successful formal methods approaches to reasoning
about protocols and applications that use cryptography. In the symbolic setting, messages
are represented by terms in a term algebra containing cryptographic operators. The adversary
is modelled as being active: he controls all network traffic and can manipulate terms, e.g.,
he can concatenate terms together or decompose concatenated terms into their subterms.
Properties of cryptography are typically formalised with equations or inference rules. For
example, for symmetric encryption the equation

decrypt(encrypt(m, k), k) = m

would formalise that all parties (including the adversary) can decrypt any messagem encrypted
with a key k, by using the same key for decryption. Cryptography is assumed to work perfectly,
in an idealised way, in that the adversary cannot do anything more than is specified by such
equations. So either the adversary can decrypt a cipher text c = encrypt(m, k) yielding the
plain text message m, if he possesses the right decryption key k, or no information about the
plain text is leaked. This kind of model of an active network adversary who has access to all
message terms, can manipulate them, but cannot ”break” cryptography is sometimes called
the “Dolev-Yao adversary” after the seminal work of Dolev and Yao [111].

A security protocol is specified by a set of parameterised processes, called roles, that describe
the actions taken by the agents executing the role. For example, in a key agreement protocol
there might be an initiator role, a responder role, and a key-server role. Protocols are given an
operational semantics where agents may play in multiple roles. For example, Alice may be
the initiator in one protocol run and a responder in a second run. So in general there may be
arbitrarily many role instances. This setup gives rise to a transition-system semantics with
an associated notion of trace. The transition system is given by the parallel composition of
unboundedly many role instances together with a process describing the Dolev-Yao adversary.
The transition system is infinite-state as there can be arbitrarily many processes. Also note
that the adversary himself is an infinite-state process; this reflects that he is very prolific
in that he can produce and send infinitely many different messages to the other agents
running in the different roles. For example, if the adversary has seen a message m, he can
always concatenate it with itself (or other messages he has seen) arbitrarily many times,
hash it, repeatedly encrypt it, etc. Finally, security definitions are formulated in terms of trace
properties, which are often simple invariants. For example, the adversary never learns a key
presumed to be secret.

4.1.1 Theorem Proving

One way to establish a safety property P about the traces of an infinite-state transition system
is to show that P is inductive: it holds for the empty trace and, assuming it holds for an
arbitrary (finite) trace π, it holds for all extensions of π by an event s, i.e., P (π s) follows from
P (π).

This is the essence of the approach taken by Paulson [97] where protocols and the actions
of the Dolev-Yao adversary are encoded as inductive definitions in higher-order logic. The
properties of protocols are also formalised in higher-order logic as properties of finite traces.3

3The restriction to finite traces is necessary as protocols are defined inductively as sets of finite traces (rather
than co-inductively as infinite traces). However, this is not a restriction in practice, unless one wishes to reason
about liveness properties, which is rarely the case for security protocols.
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For example, a common class of properties is that one event s always precedes another
event s′. This is relevant for authentication and agreement properties [112], for example, when
Bob finishes a protocol run in his role then Alice previously finished in her role. Another
important class of properties are secrecy properties, e.g., that a session key established in a
key exchange protocol is secret even after the subsequent compromise of any long-term keys
(perfect forward secrecy).

Given a specification of a protocol, including the adversary and the protocol’s intended proper-
ties, Paulson then proves by induction, for each property P , that every trace in the protocol’s
inductive definition satisfies P . The inductive proofs are constructed using Isabelle/HOL [45].
Theorems are proven interactively, which may require considerable work, say to establish
the auxiliary invariants needed for proofs. [97] reports that the time needed for an expert to
construct proofs ranged from several days for small academic protocols to several weeks for
a protocol like the handshake of TLS v1.3. Despite this effort, numerous nontrivial protocol
were proven this way, such as the TLS v1.3 handshake, Kerberos v1.4, and sub-protocols of
SET (Secure Electronic Transactions [113]).

This inductive method was further refined by [114, 115], who use derived proof rules to mimic
the backwards search from an attack state to an initial state. Proofs are again constructed in
Isabelle/HOL, but the proof rules also support substantial automation. The method reduces
the time required for proofs in comparison to [97] by several orders of magnitude, whereby
the security of ”academic” protocols can often be proven completely automatically.

In contrast to post-hoc verification, one can use theorem provers to develop protocols hand-
in-hand with their correctness proofs using step-wise refinement. Refinement [116, 117] allows
one to decompose the complexity of verifying properties of a complex (transition) system into
verifying the properties of much simpler, more abstract systems, and establishing refinement
relationships between them. Namely, one starts with a very abstract transition system model
M0 of the desired (distributed) system and refines it into a sequence of increasingly concrete
models M1,M2, . . .Mn, proving properties of the system at the highest possible level of
abstraction, and establishing a refinement relation between each pair of models Mi and Mi+1,
for i ∈ {0, . . . n− 1}. The existence of transitive refinement relations ensure that properties
proven for the more abstract models also hold for the more concrete models.

The refinement approach has been applied to security protocols in [118, 119], where a refine-
ment strategy is given that transforms abstract security goals about secrecy and authen-
tication into protocols that are secure when operating in an environment controlled by a
Dolev-Yao-style adversary. This approach simplifies the proofs of properties and provides
insights on why protocols are secure via the proven invariants. Furthermore, since a model
may be refined in multiple ways, the refinement steps can be structured as a tree, rather than
as a sequence. This fosters the development of families of protocols, given by the models
at the leaves of the tree, which share common structure and properties. The refinement
method is implemented in Isabelle/HOL and used, for example, to develop a family of entity
authentication and key establishment protocols that include practically relevant features such
as key confirmation, replay caches, and encrypted tickets.
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4.1.2 Model Checking Trace Properties

Despite the undecidability of the underlying question of whether a protocol is secure in
the symbolic model [120], it is still possible to build effective analysis tools. Early tools,
such as Millen’s Interrogator [121], the Longley-Rigby search tool [122], and the NRL Protocol
Analyzer [123], were search procedures that exhaustively searched the problem space or some
part of it. While this would normally not provide correctness guarantees, these tools were still
very effective in finding subtle attacks on security protocols.

One way to approach model checking is to reduce it to a problem that can be tackled using
standard algorithmic-verification tools. We give two examples of this. The first is exemplified
by the use of CSP and FDR [99]. CSP is a general language and theory for modelling systems
consisting of interacting processes and FDR (and its more recent incarnations like FDR2) is a
model checker for CSP. The basic idea is that the system analysed consists of processes
describing the different protocol roles which are run in parallel with a process describing the
adversary. These processes are either formalised directly in CSP or, compiled from a more
abstract description [124]. The security property is also formalised as a CSP process. FDR is
then used to establish, via trace refinement, that the language of the system is contained in the
language of the property. Since the FDR tool only handles processes with finite alphabets and
finite state spaces, these must be bounded, e.g., by bounding the number of role instances
and the size of messages that agents and the adversary can generate. This is a practical
limitation since by introducing bounds, one may miss attacks.

A second example of using standard deductive tools is the SATMC model checker [125].
SATMC takes as input a protocol and property description, given in a high-level input lan-
guage [126], and translates them into a propositional logic satisfiability problem, essentially
encoding a bounded reachability (or planning) problem: can the adversary drive the protocol
into an attack state? This is then solved using an off-the-shelf SAT solver. As with the use of
CSP and FDR, the main challenge and limitation is the restriction to a finite state space.

More recent state-of-the-art tools, such as ProVerif [96, 39] and Tamarin [100, 127], use spe-
cialised algorithms to efficiently manage and search the infinite state space defined by the
protocol and adversary. Both tools support user-defined cryptographic primitives specified by
equations and the verification of trace properties and privacy properties, the latter specified
using observational equivalence. ProVerif takes as input a protocol description in a process
calculus, called the applied pi calculus, cf.Section 2.1.3. It then translates the protocol descrip-
tion into a set of Horn clauses, applying domain specific approximations and abstractions
in the process. For example, individual fresh values (used for modelling secrets) are ab-
stracted into sets of fresh values and each action in a process can be executed multiple times.
Given the abstracted protocol model, ProVerif uses resolution to determine whether relevant
properties hold; these include secrecy and correspondence properties [128] or observational
equivalence [129]. The ProVerif tool is widely used and is also part of other tool chains. For
example, it is used in [130] to analyse protocol implementations written in F#, which can be
directly executed.

In Tamarin, protocols are specified using multiset rewriting rules and properties are specified in
a fragment of first-order logic that supports specifications over traces. Proofs are constructed
by a backwards search using constraint solving to perform an exhaustive, symbolic search
for executions with satisfying traces. The states of the search are constraint systems and
one starts with a system specifying the negation of the desired properties; hence one uses
Tamarin to systematically find attacks. More generally, a constraint can express that some
multiset rewriting step occurs in an execution or that one step occurs before another step.
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Formulas can also be used as constraints to express that some behaviour does not occur
in an execution. Applications of constraint reduction rules, such as simplifications or case
distinctions, correspond to the incremental construction of a satisfying trace.

Tamarin’s constraint reduction rules are sound and complete. This means that if one arrives at
contradictions in all leaves of the derivation, then no satisfying trace exists; so we have a proof
that there is no counterexample to the desired property, i.e, the property holds. Alternatively, if
no further rule can be applied, but there is no contradiction in a leaf, then we can construct a
trace that represents a counterexample to the desired property, i.e., we have an attack. Rule
application can be carried out automatically or with user guidance, which may be necessary
when automated rule application fails to terminate. Tamarin has special built-in support for
equational theories relevant to security protocols, such as Diffie-Hellman exponentiation.
Tamarin also supports, in contrast to ProVerif, the specification of protocols with persistent
global state, e.g., counters, memory cells, etc., that are shared between protocol participants.
Finally, Tamarin’s specification language can be used to specify a wide variety of adversary
models in the symbolic setting [131].

4.1.3 Model Checking Non-trace Properties

As described in Sections 2.1.2 and 2.1.3, privacy-style properties are typically not trace prop-
erties, but can be expressed as hyperproperties or as observational equivalences between
processes. Several model checkers support proving limited kinds of equivalences between
protocols.

In the ProVerif model checker, one can formulate and prove a special kind of equivalence
called diff-equivalence between processes [132, 38, 133]. Diff-equivalence is a property that
is stronger than observational equivalence and hence proofs of diff-equivalence suffice to
establish observational equivalence and can be used to verify many privacy-style properties.
The key insight is that diff-equivalence limits the structural differences between processes,
which simplifies automating equivalence proofs. In more detail: two processes, P and Q, are
specified by a new kind of process B, called a biprocess, which is a process in the applied
pi calculus except that it may contain subterms of the form diff[M,M ′] (where M and M ′

are terms or expressions) called diff-terms. P is then the process, where each diff-term in B
is replaced by its first projection (e.g., M in the above example). Similarly Q is the process
constructed by replacing each diff-term with its second projection (e.g., M ′). Hence P and
Q have the same structure but differ just in those places distinguished by a diff-term in B.
ProVerif contains support to automatically establish the diff-equivalence of P and Q. Both
Tamarin [134] and Maude-NPA [135] have subsequently also added support to verify variants
of diff-equivalence.

Static equivalence [38] is another property, related to indistinguishability, which is supported
by different tools. Static equivalence is defined with respect to an underlying equational theory.
It states, roughly speaking, that two terms are statically equivalent when they satisfy the same
equations. This essentially amounts to a special case of observational equivalence that does
not allow for the continued interaction between a system and an observer: the observer gets
data once and conducts experiments on its own. Decision procedures for static equivalence
have been implemented by tools including YAPA [136], KISS [137], and FAST [138].

Static equivalence is useful for a variety of modelling problems in computer security. For
example, it can be used to model off-line guessing attacks, where the adversary tries to guess
a secret and verify his guess, without further communication with the system. This problem
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is studied in [139, 140], who formulate the absence of off-line guessing attacks by using static
equivalence to express that the adversary cannot distinguish between two versions of the
same symbolic trace: one corresponding to a correct guess and the other corresponding to
an incorrect guess. Decision procedures, like those listed above, are then used to answer this
question.

4.2 Stochastic Methods

In the symbolic setting, there are no probabilities, only non-determinism, and security defi-
nitions are possibilistic (the adversary cannot do something bad) rather than probabilistic
(he can do something bad only with negligible probability). Probabilities, however, are part
of standard cryptographic definitions of security, cf. Section 4.3. They also arise when pro-
tocols are based on randomised algorithms or the guarantees themselves are probabilistic.
Different options exist for augmenting both transition systems [141] and logics with probabili-
ties, and the corresponding model checking algorithms combine methods from conventional
model checking, methods for numerical linear algebra, and standard methods for Markov
chains [142].

An example of a popular and powerful model checking tool is PRISM [65, 143, 144], which
supports the specification and analysis of a different type of probabilistic models. These
include discrete and continuous-time Markov chains, Markov decision processes, and proba-
bilistic automata and timed variants thereof. PRISM supports different property specification
languages including Probabilistic Computation Tree Logic (PCTL) and Continuous Stochastic
Logic (CSL), both based on the temporal logic CTL.

Probabilistic model checking has been successfully applied to a variety of protocols for
security and privacy, where the protocols incorporate randomisation and the properties are
probabilistic. For example, [145] used PRISM to model the protocol underlying the Crowds
anonymity system [146], which is a peer-to-peer protocol for anonymous group communication
based on random message routing among members of a “crowd”. [145] models the behaviour
of the group members and the adversary as a discrete-time Markov chain and the system’s
anonymity properties are formalised in PCTL. PRISM is used to analyse the system, showing,
for example, how certain forms of probabilistic anonymity change as the group size increases
or random routing paths are rebuilt. A second example is the use of PRISM to analyse
a probabilistic model of a randomised non-repudiation protocol that guarantees fairness
without resorting to a trusted third party [147]. Here the model checker is used to estimate
the probability of a malicious user breaking the non-repudiation property, as a function of
different protocol parameters. Two additional examples are the use of PRISM to analyse the
probabilistic fairness guarantees provided by a randomised contract signing protocol [148]
and the probabilistic modeling and analysis of security-performance trade-offs in Software
Defined Networking [149].

In Section 2.1.2 we discussed the relevance of hyperproperties for security. Model checkers
have also been developed to support the verification of such properties. Namely, hyperproper-
ties are specified in the logics HyperLTL or HyperCTL∗ and automata-based algorithms are
used to check finite-state systems with respect to these specifications [28, 29]. Recent work
has also shown how to specify and reason about hyperproperties in the context of Markov
Decision Processes [150, 151]. For example, in [150], a specification language is given called
Probabilistic Hyper Logic that combines a classic probabilistic logic with quantification over
schedulers and traces. This logic can express a variety of security-relevant properties such as
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probabilistic noninterference and even differential privacy. Although the model checking prob-
lem is undecidable in this case, it is nevertheless possible to provide methods for both proving
and refuting formulas in relevant fragments of the logic that include many hyperproperties of
practical interest.

4.3 Computational Methods

Cryptography has a history going back thousands of years. However, until the last century
it was approached more as an art than a science. This changed with the development of
public key cryptography and the idea of provable security, where reduction arguments are
used to put the security of cryptographic schemes on a firm scientific footing. In contrast to
symbolic models, the definitions and proofs involved are at a much lower level of abstraction,
sometimes called the computational model. In this model, agents manipulate bit strings rather
than terms and the adversary’s capabilities are modelled by a probabilistic polynomial-time
Turing machine rather than a process in a process calculus or an inductive definition in higher-
order logic. Additionally, security definitions are probabilistic rather than possibilistic. For
example, they are formulated in terms of the adversary’s chances of winning some game,
cf. Cryptography CyBOK Knowledge Area [152].

There is a trade-off between computational and symbolic models: the computational models
are more detailed and accurate, but substantially more effort is involved in formalising pro-
tocols and in proving their properties. This trade-off is not surprising. In fact it is standard
from both the formal methods and the security perspective: concrete models provide a more
precise description of how a system works and what the adversary can do, but formalisation
and proof construction is correspondingly more difficult. The difficulty in applying these ideas
in practice is substantial and some researchers have even questioned whether the gains are
worth it or, given the complexity, whether one can trust the results. [153] contains a brief
history of the topic and surveys some of the past controversies around this question.

To increase confidence in the validity of cryptographic proofs in the computational setting,
various proposals have been made. For instance different structuring techniques and ab-
stractions were proposed to simplify constructing proofs and understanding the resulting
security arguments. Prominent examples are game-based proofs [154, 155], Canetti’s universal
composability framework [156], and Maurer’s constructive cryptography [157]. In addition, in
response to Halevi’s call [158] for increased rigour in cryptographic proofs, formal-methods
tools were developed to help cryptographers make the transition from pen-and-paper proofs
to mechanically checked security proofs in the computational setting. There has also been
some success in bridging symbolic models and computational models via computational
soundness results for symbolic abstractions [159, 160, 161, 162, 163]; these results enable
symbolic proofs, but with stronger, computational guarantees.

In the following, we expand on representative approaches and associated tools for carrying
out game-based and simulation-based proofs.
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4.3.1 Game-based Proofs

Games and game transformations can be used to structure cryptographic proofs. A game
describes the interaction between different parties (typically the adversary and some other
entity), which are modelled as probabilistic processes. Proofs are structured as a sequence of
games where the initial game represents the security goal (for example, formalising indistin-
guishability under chosen-ciphertext attacks) and the final game is one where the adversary’s
advantage is zero by inspection. The transitions between games are based on small trans-
formations that preserve, or only slightly alter, the overall security, e.g., by transforming one
expression into an equivalent one or applying a transformation based on some computational
hardness assumption (cf. Cryptography CyBOK Knowledge Area [152]). This is expressed in
terms of the probability of events occurring in each of the games; for example, the probability
of an event A happening in a game Gi is close to the probability of some event A′ happening
in game Gi+1. A good overview and tutorial on constructing such proofs is [155].

CryptoVerif [164, 95] was the first tool developed to support game-based proofs. In CryptoVerif,
games are modelled as processes in a language inspired by the pi calculus and transitions
are justified by process-algebraic notions like bisimulations. The tool can prove secrecy
and correspondence properties, which are relevant, for example, for authentication and key
agreement protocols. Moreover, CryptoVerif is highly automated: the tool can automatically
decompose games into reductions and oracles and even discover intermediate games, rather
than having them given explicitly by the user. To achieve this, CryptoVerif imposes various
restrictions. For example, the game transformation strategies are hard-coded and users must
trust that CryptoVerif correctly implements them and that the transformations’ pen-and-paper
justifications are correct. The tool also lacks extensibility as it supports just a fixed set of
language primitives and game transformations. Nevertheless, CryptoVerif is quite powerful
and has been applied to both protocols and primitives, including Kerberos, and the Full-Domain
Hash signature scheme.

An alternative approach to mechanising game-based proofs is to build the foundations for
these proofs directly within an expressive logic like a type theory (for example, the calculus
of inductive constructions) or higher-order logic. This is the approach taken by tools like
CertiCrypt [165] and FCF [166], which are implemented in Coq, and CryptHol [167], implemented
in Isabelle/HOL. These approaches are considered foundational in that they start with a
formalised semantics. In particular, the tools provide a language for probabilistic programs
with a semantics formalised within the logic. On top of this, one can

express relevant concepts for game-based proofs like discrete probability distributions, failure
events, games, reductions, oracles, and adversaries. The semantics is used to formally
derive proof rules for reasoning about probabilistic programs and game transformations,
e.g., to replace subprograms by equivalent subprograms. Deriving these rules ensures the
consistency of the resulting theory and one thereby has stronger guarantees than is possible
by directly axiomatising proof rules. Moreover, the underlying logic (e.g., HOL) can directly be
used to formulate and prove the correctness of arbitrary games and transformations between
them. Examples of the kinds of theorems proven using the above tools are the semantic
security of OAEP (with a bound that improves upon existing published results) and a proof
of the existential unforgeability of FDH signatures (in CertiCrypt), the security of an efficient
scheme for searchable semantic encryption (in FCF), and the IND-CCA security argument for
a symmetric encryption scheme (in CryptHol).

Proof construction using these tools usually requires significant manual effort since the user
has a free hand in structuring games, their transformations, and justifications. The EasyCrypt
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tool [168] shows, however, that some automation is possible by using appropriate program-
ming logics and deductive machinery. EasyCrypt provides a language for formalising the
probabilistic programs used to model security goals and hardness assumptions, as well as
a probabilistic Hoare logic and a relational version thereof for reasoning about procedures
(games) and pairs of procedures (game transformations). Proof construction can be auto-
mated using tactics, which are programs that build proofs, along with SMT solvers. EasyCrypt
users interact with the system by providing proof sketches for game-hopping proofs and the
above deductive machinery is then used to construct the resulting proofs.

4.3.2 Simulation-based Proofs

Simulation-based security proofs are based on a general paradigm for formalising security
definitions and establishing the correctness of systems with respect to them. The main idea is
that the security of a real system (or protocol) is abstractly defined in terms of an ideal system,
otherwise known as an ideal functionality. For example, semantic security for encryption could
be formalised by comparing what an adversary can learn when receiving a real ciphertext
with what the adversary can learn when receiving just a random value. A real system securely
realises the ideal system if every attack on it can be translated into an “equivalent” attack
on the ideal system. Here, the notion of equivalence is specified based on the environment
that tries to distinguish the real attack from the ideal one. This approach is attractive due to
the general way that security can be defined and also because it yields strong composability
properties. Security is preserved even if the systems are used as components of an arbitrary
(polynomially bounded) distributed system. This supports the modular design and analysis of
secure systems. A good overview and a tutorial on constructing such proofs is [169].

Numerous proposals have been made for formalizing simulation-based security, see e.g.,
[170], all with different scopes and properties. These include universal composability [156],
black box simulatability [171], inexhaustible interactive Turing machines [172], constructive
cryptography [157], and notions found in process calculi, both with [173] and without [174]
probabilities. Support for formalising proofs in these frameworks is, however, not yet as
advanced as it is for game-based proofs and progress has been more modest. For example,
[175] formalised a computationally-sound symbolic version of blackbox simulatability in
Isabelle/HOL and used it to verify simple authentication protocols. [176, 177] have carried out
simulation proofs in Isabelle/HOL, building on CryptHOL, for example verifying multi-party
computation protocols. There has also been some progress on automating simulation-based
proofs using the EasyCrypt system to mechanise protocol security proofs within a variant of
the universally composable security framework [178].

5 SOFTWARE AND LARGE-SCALE SYSTEMS

[179, 180, 181, 182, 183, 184, 185]

There are many well-established methods and tools for verifying functional properties of
programs, for example, verifying that a program has a given input/output relation or satisfies
a given trace property. As explained in Section 2.1, this is relevant for security. Also of direct
relevance are the numerous tools employing both sound and unsound analysis procedures that
can help identify common security problems, such as memory corruptions, injection attacks
and race conditions. We refer to [186] for a general survey of formal methods techniques,
[187] for a survey on automated methods, and to [188] for an excellent overview of some of the

KA Formal Methods for Security | July 2021 Page 27

https://www.cybok.org


The Cyber Security Body Of Knowledge
www.cybok.org

h : = h mod 2
l : = 0
i f ( h = 1 )

then l : = 1
e lse sk ip

Figure 1: Example of Information Flow

successes and challenges in applying formal methods to large-scale systems like operating
systems and distributed systems.

In the following subsections we examine methods, tools, and applications in the context of
general software, cryptographic libraries, and other kinds of systems. We start with information
flow control, as it provides a foundation for enforcing end-to-end security policies.

5.1 Information Flow Control

Information flow control (IFC) concerns the enforcement of confidentiality or integrity guar-
antees during a system’s execution. The basic setup distinguishes different security levels,
such as high and low or, more generally, a lattice of levels. For confidentiality policies, infor-
mation should not flow from high to low and dually for integrity properties, cf. the Biba model
from the Operating Systems & Virtualisation CyBOK Knowledge Area [189] or taint tracking,
where information should not flow from tainted to untainted. As explained in Section 2.1.2,
noninterference and related hyperproperties can often be used to formulate such policies.

Figure 1, taken from [179], contains a simple example of a program that violates a secure
information flow policy for confidentiality that prohibits information from the high variable h
from flowing to the low variable l. Due to the if-branching in this example there is an implicit
flow where the value of h may flow to l.

Information flow control is of particular importance for program and system verification
addressing end-to-end security guarantees: information flows must be restricted throughout
the entire system, from start to finish, to prevent violations of confidentiality or integrity
policies. Real-world programs are of course much more complex than this and it may not be
so trivial to determine whether the high variable affects the value of low variables anywhere
throughout the program. When the property holds, the guarantee is a strong one. This is
in contrast to what is normally achieved by conventional security mechanisms like access
control, which controls the context in which data can be released, but not how the data is
used after its release.

Below we give examples of popular approaches to verifying that programs ensure secure
information flow in practice.
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5.1.1 Static Analysis and Typing

Early work on IFC focused on preventing information flows using static analysis [190] and
specialised typing disciplines [191]. Specifically, in [191], a type system was developed that
soundly enforces a secure information flow property inspired by noninterference. The rough
idea is that each program expression has a type, which includes not just a conventional type,
like Int or Bool, but also a security label. Typing rules associate types with expressions and
make statements about expressions being well typed based on the types of their subexpres-
sions. For example, in a lattice with just the labels high and low, any expression can have the
type high, whereas it has type low if all its variables are associated with the type low. Moreover,
an expression e can only be assigned to a low variable l, representing a direct information
flow, if e has type low. The typing rules also prevent indirect information flows by making sure
that low variables cannot be updated in high contexts. For example, an if-then-else expression
branching on a Boolean bwould allow low assignments in its branches only if b is low typeable.
This rules out programs like that in Figure 1. For further details see, e.g., [192, 179].

Various languages and compilers now support security type systems. These include Jif (Java
+ Information Flow) [180, 193], Flow Caml [194, 195], which is an information flow analyser for
the Caml language, the SPARK programming language built on top of Ada [196] (based in part
on the seminal work of [197]), and JOANA for Java [198]. For example, Jif extends Java with
security types to support information flow control and access control, enforced both statically
at compile time and at run time. In Jif, the variable declaration

int {Alice→ Bob} x;

expresses both that x is an integer and that Alice requires that the information in x can only
be seen by Bob. In contrast,

int {Alice← Bob} x;

expresses Alice’s requirement that information in x can only be influenced by Bob, which is an
integrity policy. The Jif compiler analyses these labels to determine whether the given Java
program respects them.

The research of [198] illustrates how richer secure information flow properties can be handled
in full Java with concurrency. Traditional information flow control focuses on possibilistic
leaks: can secret (high) data directly or indirectly leak to non-secret (low) data. However, this
is insufficient when programs have parts that may execute concurrently since the schedul-
ing of their threads can effect which values are output or their ordering. [198] investigates
probabilistic noninterference, which is relevant for concurrent programs as it accounts for
probabilistic leaks where, for some scheduling strategies, the probability of some publicly
visible behaviour depends on secret data. In particular, [198] develops sophisticated program
analysis techniques to enforce a version of probabilistic noninterference, called low-security
observational determinism, which requires that execution order conflicts between low events
are disallowed if they may be influenced by high events. The resulting tool, JOANA, takes Java
programs, where all inputs and outputs are labelled high or low and determines whether this
property holds. JOANA can handle full Java byte code, it scales to programs with an arbitrary
number of threads and 50k+ lines of code, and its (conservative) analysis is of high precision.
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5.1.2 Self-composition and Product Programs

As explained in Section 2.1.2, information flow properties are hyperproperties that relate pairs
of executions of a program P . A natural idea, rather than reasoning about pairs of executions,
is to reason about a single execution of a program P ′, derived by composing P with a renaming
of itself [199]. Depending on the programming language and the properties involved, this
self-composition may be just the sequential composition of programs. Namely P ′ is simply
P ;R(P ), where R(P ) is a version of P with renamed variable. Alternatively P ′ may be a more
complex product construction, for example, based on P ’s transition system representation
[200].

This idea is powerful and has wide scope. For example, one can systematically reduce different
notions of secure information flow for a program P to establishing a safety property for the
self-composition of P . Furthermore, the idea generalises beyond secure information flow:
hyperproperties covering both safety and liveness can be formalised and reasoned about
using forms of self-composition [201, 14].

From the deductive perspective, a strong advantage of both self-composition and product
programs is that one can reuse off-the-shelf verifiers to reason about the resulting program.
This includes using weakest-precondition calculi and Hoare logics [202, 203], separation
logics, and temporal logics. When the program is finite-state, temporal logic model checkers
can also be employed as decision procedures. Indeed, self-composition provides a basis
for LTL model checking for hyperproperties [28]. Note that an alternative proposal is not to
combine programs but to use a specialised relational logic to explicitly reason about pairs of
programs [204, 205].

Overall, the above ideas have seen wide applicability: from reasoning about secure information
flow to detecting, or proving the absence of, timing and other side-channels, cf. the example
with timed traces in Section 2.1.2. An example of the practical application of these ideas is [181].
The authors present a state-of-the-art theorem proving environment for realistic programming
languages and extend it to support the verification of arbitrary safety hyperproperties, including
secure information flow. The key idea is a specialised product construction that supports
the specification of procedures and the modular (compositional) reasoning about procedure
calls. This product construction is implemented within the Viper verification framework [206],
which is an off-the-shelf verifier supporting different language front-ends (such as Java,
Rust, and Python), an intermediate language (that is a simple imperative language with a
mutable heap and built-in support for specifications) and automation backends that leverage
symbolic execution, verification condition generation, and SMT solvers. The tool has been
used to reason about information flow properties, including those involving declassification, of
challenging programs. The programs combine complex language features, including mutable
state on the heap, arrays, procedure calls, as well as timing and termination channels. User
interaction with Viper is mainly limited to adding pre-conditions, post-conditions, and loop
invariants and Viper completes the proofs in reasonable time.
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5.2 Cryptographic Libraries

Reasoning about the implementations of cryptographic primitives and protocols involves chal-
lenges that go beyond the verification of their designs, as discussed in Section 4. Specifically,
the methods and tools for code-level verification must work directly with the implementations
themselves. Moreover, the properties to be verified must also account for new problems that
can arise in the implementation [182], such as the following.

• Freedom from side-channel attacks: This includes that secrets are not revealed (secure
information flow) by software or hardware artifacts including assignment, branching,
memory access patterns, cache behaviour, or power consumption.

• Memory safety: Only valid memory locations are read and written, for example there
are no dangling pointers that reference memory that has been deallocated.

• Cryptographic security: The code for each cryptographic construction implements a
function that is secure with respect to some standard (computational or information-
theoretic) security definition, possibly under cryptographic assumptions on its building
blocks.

Note that for programs written in low-level languages like C or assembler, memory safety
is particularly important since a memory error in any part of the code could compromise
the secrets it computes with or lead to the adversary taking control of the application. This
necessitates the ability to reason effectively about low-level code.

One approach to the verification of cryptographic libraries is that taken by HACL∗ [182], which
is a verified version of the C cryptographic library NaCL. The NaCL library is a minimalistic,
but fully-functional library of modern cryptographic primitives including those for encryption,
signatures, hashing and MACs. Since C is difficult to reason about, the library is reimple-
mented in F∗ [207], which is a functional programming language designed to support program
verification. F∗ features a rich type system and supports dependent types and refinement
types, which can be used to specify both functional correctness and security properties. Type
checking is mechanised using an SMT solver and manual proofs. The NaCL library is written
in a subset of F∗ that can be translated to C and subsequently to assembler using either
conventional or verified compilers. The NaCL library is verified with respect to its functional
correctness, memory safety, and the absence of timing side-channels where secrets could
be leaked; cryptographic security was not covered however. For example, memory safety is
proven by explicitly formulating properties of programs that manipulate heap-allocated data
structures. Functional correctness is proven with respect to executable specifications that
are themselves checked using test vectors.

An alternative to working with a high-level language like F∗ is to work with a lower-level language
that is an assembly language or reasonably close to one. This eliminates or reduces the need
to trust that compilers will respect the properties proven of the high-level code. Moreover, the
implementations can be highly optimised, which is often a requirement for cryptography in
practice. Two representative examples of this are Vale and Jasmin.

The Vale tool [208] is used to verify cryptographic functions written in a low-level language, also
called Vale, designed for expressing and verifying high-performance assembly code. The Vale
language is generic, but targets assembly code by providing suitable language constructions
such as operations on registers and memory locations. Moreover, Vale programs can be
annotated with pre-conditions, post-conditions, assertions, and loop invariants to aid proofs.
Vale code is translated into the Dafny logical framework [209] and the operational semantics of
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the assembly language, e.g., x86, is written directly in Dafny. Since the operational semantics
can account for the timing of operations and memory accesses, one can establish the absence
of (i) timing and (ii) cache side-channels by showing that (i) no operations with variable latency
depend on secrets and that (ii) there is no secret-dependent memory access, respectively. The
Vale tool implements a specialised static analysis procedure to verify this noninterference.
Dafny’s off-the-shelf verification tool is additionally used to verify functional correctness,
where proofs are partially automated using the Z3 SMT solver.

Jasmin [210] (and also CT-Verif [211]) is an alternative approach based on a low-level language
for writing portable assembler programs, also called Jasmin, and a compiler for this language.
The Jasmin language was designed as a generic assembly language and the compiler platform
(currently limited to produce x86 64 assembly) has been verified in Coq. The language and
compiler are designed to allow fast implementations, where precise guarantees can be made
about the timing of instructions. This enables verifying the absence of timing and cache-based
attacks, in addition to functional correctness and memory safety. Verification leverages a
tool chain similarly to Vale, using Dafny and the Z3 SMT solver. Jasmin has been used, for
example, to verify assembler code for Curve25519, an elliptic-curve variant of Diffie-Hellman
key exchange.

Finally, we mention Cryptol4, an industrial-strength domain-specific language for formalising
and reasoning about efficiently-implementable hardware. Cryptol features an executable
specification language, a refinement methodology for bridging high-level specifications with
low-level implementations, e.g., on FPGAs, verification tools involving SAT and SMT solvers,
as well as a verifying compiler that generates code along with a formal proof that the output
is functionally equivalent to the input.

5.3 Low-level Code

Cryptographic libraries are just one example of security-critical software, often written in
assembler for performance reasons. Operating systems and device drivers typically also
contain assembly code and similar verification techniques are needed to those just described.
Here, we briefly survey some additional, representative, approaches and tools that have been
used to verify low-level code.

As with HACL∗, Vale, and Jasmin, a common starting point is a generic low-level language
that can be specialised to different platforms, rather than starting with a concrete assembly
language like x86. The language chosen can then be given a formal semantics, by embedding
it in a higher-order logic like Coq, e.g., as was done with Jasmin. Such an embedding enables
one to (1) prove that the translation to assembler preserves desired functional or security
properties5 and (2) derive proof rules for reasoning about low-level programs. For example,
[214] builds on separation logic [215], which is a powerful logic for reasoning about imperative
programs that manipulate pointers, to build a verification environment for low-level code.
Namely, on top of a formalisation of separation logic in Coq, the authors of [214] formalise an
assembler and derive proof rules for the verification of assembly code. The Bedrock project
[183, 216, 217] provides another Coq framework for verifying low-level code using separation
logics. A final example is given by the Igloo project [218], which links a refinement-based
formalism for developing programs in Isabelle/HOL with the Viper verification environment,

4https://www.cryptol.net/
5More generally, one may employ techniques for secure compilation [212, 213], whereby compilers are guar-

anteed to preserve security properties of the source program in the target compiled program.
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which also supports the verification of low-level code using a separation logic.

In contrast, one may proceed in the reverse direction, by translating assembler into a higher-
level programming language for which verification tools already exist. This is the approach
taken by Vx86 [219]. It takes as input x86 assembler code that has been manually annotated
with verification conditions — pre-conditions, post-conditions, and loop invariants — and
translates it to annotated C code, which makes the machine model explicit. The C code is then
analysed by VCC, Microsoft’s Verifying C Compiler [220], which employs its own verification
tool chain involving Z3.

5.4 Operating Systems

Operating systems are critical for security as they provide services that applications rely on,
such as I/O and networking, file system access, and process isolation. Security bugs in the
operating system can therefore undermine the security of everything running at higher layers
of the software stack. Moreover, operating systems are ubiquitous and control everything
from small embedded devices to supercomputers. Formal methods are important in ensuring
their functional correctness as well as the absence of different classes of security problems.

5.4.1 Functional Correctness of Kernel Components

Verification of functional correctness is an essential part of verifying the security of kernel
components. If parts of the kernel do not do their job properly, then it will be impossible to
secure applications running on top. For example, it is essential that a multitasking kernel
enforces data separation so that applications in one partition cannot read or modify the
data in other partitions. There is also temporal separation where processes use resources
sequentially and resources assigned to one application are properly sanitised before being
assigned to another. Also important is damage limitation whereby the kernel limits the effect
of compromises so that the compromise of one component does not impact others, or the
operating system itself. These requirements are mandated by standards like the Common
Criteria and ISO/IEC 15408 and are therefore demanded for certifying high-assurance systems
like operating systems. Establishing them is an important part of functional verification.

We note in this regard that the distinction between functional requirements and non-functional
requirements, which typically include security requirements (such as information flow control
or absence of particular bug classes), is somewhat fuzzy. Functional requirements describe
what the system should do. Generally they can be described via goal or I/O-oriented descrip-
tions defining the system’s purpose, or in terms of system states and traces. In contrast,
non-functional requirements are usually seen as constraints, pertaining to aspects like usabil-
ity, scalability, maintainability and testability. But the boundary is particularly blurred when
it comes to security. As an example, memory safety is not the goal of an operating system.
However, without memory safety the functions that the operating system should perform will
not always work correctly, especially in the presence of an adversary who can find and exploit
memory corruption vulnerabilities.

The seL4 project is the first, and probably best known, operating system verification effort,
which formally verified a complete, general-purpose operating system kernel. The seL4
microkernel is a member of the L4 family, comprising 8,700 lines of C code and 600 lines
of assembler. It was verified [184] from its abstract specification all the way down to its
C implementation. Functional correctness for seL4 states that the implementation strictly
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follows the abstract specification that precisely describes the kernel’s behaviour. This includes
standard safety properties such as requiring that the kernel will never crash or perform unsafe
operations.

The verification of seL4 was carried out in Isabelle/HOL and uses refinement to establish
a formal correspondence between three specifications of the system at different levels of
abstraction. The first specification is an abstract specification that completely describes
the kernel’s behaviour by specifying the kernel’s outer interface, e.g., system calls and their
effects, as well as the effects of interrupts and system faults. The second specification
is an executable specification written in a functional programming language and the third
specification is seL4’s actual C implementation. All three specifications are given in higher-
order logic and for the third specification this necessitates also specifying a formal semantics
for the subset of C used. At the heart of the proof are the refinement steps, showing that
the executable specification refines the abstract specification and that the C specification
refines the executable one. This guarantees that all Hoare logic properties established for the
abstract specification also hold for the refined models, in particular the kernel’s source code.

Verifying seL4 was a major effort, requiring roughly 20 person-years. This included ca. 9
person-years for developing formal language frameworks, proof tools, support for proof
automation, and libraries. The seL4-specific proof took ca. 11 person-years. Subsequent work
later extended the formalisation to also prove strong information flow control properties [221].

While seL4 is exemplary, it is by no means a lone example of what is possible with enough
time and sweat. There have been dozens of formal methods projects that specify and verify
substantial parts of operating systems and different variants thereof, e.g., hypervisors, sepa-
ration kernels, partitioning kernels, security kernels, and microkernels [222]. Other projects
that have proved the correctness of simple hypervisor-like OS kernels are CertiKOS [223] and
ExpressOS [224]. In contrast, other projects focus on functional correctness for just selected
critical parts of the kernel. For example, Jitk [225] is an infrastructure for building in-kernel
interpreters using a just-in-time (JIT) compiler that translates high-level languages into native
code like x86. Jitk uses CompCert, a verified compiler infrastructure [226] to guarantee that
the translation is semantics-preserving. Other examples are FSCQ [227] and Cogent [228],
which focus on the verification of file systems, and Microsoft’s SLAM model checker [4], which
uses predicate abstraction techniques to verify the correctness of Windows device drivers.

5.4.2 Absence of Bug Classes

Rather than verifying all or parts of an operating system (or any program, for that matter),
formal methods may instead target eliminating specific kinds of security-critical vulnera-
bilities. Important examples, formulated positively in terms of desirable properties (which
guarantee the absence of the vulnerabilities) are ensuring type and memory safety, or control
flow integrity. We shall give examples of each of these below. These properties are non-
negotiable prerequisites for software that needs any sort of integrity or reliability at all. One
gets considerable benefits proving such properties, even if one is not aiming for full functional
correctness.

Both type and memory safety guarantees are provided for the Verve operating system [229].
Type safety ensures that all operations are well typed; for example a stored Boolean value
is not later retrieved as an integer. Memory safety, discussed in Section 5.2 ensures that
the operations do not overflow assigned memory or deference dangling pointers. These
properties rule out common security problems such as buffer overflows. All of Verge’s
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assembly language instructions (except those for the boot loader) are mechanically verified
for safety; this includes device drivers, garbage collectors, schedulers, etc. To achieve this,
Verve is written in a safe dialect of C# that is compiled to a typed assembly language (TAL)
that runs on x86 hardware, and verification is based on a Hoare verifier (Boogie) that leverages
the Z3 SMT solver for automation. Verve was later used as part of the Ironclad project [230]
to build secure applications.

Control-Flow Integrity (CFI) was discussed in the Operating Systems & Virtualisation CyBOK
Knowledge Area [189] and the Software Security CyBOK Knowledge Area [9]. CFI techniques
are a form of dynamic analysis (cf. Section 2.3.4) where at runtime a program is monitored
and regulated to prevent adversaries from altering a program’s control flow to execute code
of their choosing, e.g., for return-oriented programming. Efficient algorithms for dynamic
analysis have made their way into modern compiler tool chains like GCC and LLVM [231].
Additionally, in the SVA [232] and KCoFI [233] projects, CFI and memory safety protection
have been implemented into execution environments that can be used to protect commodity
operating systems.

5.5 Web-based Applications

The Web & Mobile Security CyBOK Knowledge Area [234] introduces Web and mobile security.
One key takeaway is that the Web ecosystem is tremendously complex. It comprises browsers,
browser extensions, servers, protocols, and specialised languages, all of which interact in
complex ways. Hence an important role of formal methods is to formalise these different parts
of the Web and provide analysis techniques to help understand the properties of the individual
components and their interaction. In light of the Web’s complexity, various approaches have
emerged to tackle different aspects of this problem; see [235] for a survey of the scope and
applications of formal methods in this domain.

5.5.1 Web Programming

The JavaScript programming language is a core Web technology that runs in browsers and
supports interactive Web pages. JavaScript is known to be rather quirky [236] and a source of
security bugs. Given this complexity, an important application of formal methods is to provide
JavaScript with a formal semantics. This was accomplished by [237], who formalised the
JavaScript (ECMA) standard in the Coq proof assistant. Using this formalization, they verified
reference interpreter in Coq, from which they extracted an executable OCaml interpreter.
Moreover, by running the interpreter on existing JavaScript test suites, they were able to clarify
and improve ambiguous parts of the standard.

Formal methods can also be used to provide support for developing JavaScript applications
in a disciplined way. This idea is pursued in [238] who propose developing secure JavaScript
applications in F∗ and using a verified compiler to produce JavaScript. As previously explained,
F∗ is a dependently typed language with a clear semantics and verification support. The
authors of [238] verify a full-abstraction result that allows programmers to reason about
their programs with respect to F∗’s semantics, rather than that of JavaScript. An alternative
approach to improving the security of JavaScript is to enhance JavaScript interpreters to
enforce information flow control and thereby ensure that sensitive data does not leave the
browser [239].

Finally, one can use formal methods to explore alternative programming languages for the
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Web. WebAssembly is a prominent example [240, 241]. This language features a formal
semantics and there is support for verifying functional properties, information flow security,
and timing side-channel resistance of WebAssembly programs.

5.5.2 Web Components

Formal methods can be used to analyse the properties of individual Web components and
improve their security. We give two examples: Web browsers and Web protocols.

An executable, operational semantics of the core functionality of a web browser is presented
in [242]. Their model accurate captures asynchronous execution within the browser, browser
windows, DOM trees, cookies, HTTP requests and responses, and a scripting language with
first-class functions, dynamic evaluation, and AJAX requests. Such a model provides a valu-
able basis for formalizing and experimenting with different security policies and mechanisms,
such as solutions to web-script security problems like cross-site scripting.

One may also focus on the security of the underlying protocols. For example, [243] modelled
a Web-based single sign-on protocol given by the OASIS Security Assertion Markup Language
(SAML) 2.0 Web Browser SSO Profile. This protocol is used by identity providers such as
Google for single sign-on, on the Web. However, analysis of the protocol’s authenticity proper-
ties using the SATMC model checker revealed severe flaws that allowed a dishonest service
provider to impersonate users [243]. Here, as is often the case when using formal methods,
the attack suggested a fix, which was subsequently verified.

5.5.3 Component Interaction

In contrast to focusing on individual Web components, one may consider the interaction of
the Web’s components by modelling subsets of the Web ecosystem, at an appropriate level of
abstraction. [244] create a model of key Web components and their interactions in Alloy, a
modelling tool based on first-order logic. The components include browsers, servers, scripts,
HTTP, and DNS. Additionally they model different adversary capabilities like Web attackers
who can create malicious web-sites or active network attackers. Finally, they specify different
invariants and properties that are typically required for secure browsing; for example, when a
server receives an HTTP request, it often wishes to ensure that the request was generated by
a trusted principal and not an attacker.

Specifications like the above bring us into the standard setting of formal methods for security:
given a model of the system and an attacker, one wishes to verify that all behaviours satisfy
the given property. [244] uses Alloy’s analyser to answer this and thereby find bugs in existing
security mechanisms and analyse proposed improvements to the Web. For example, they
analyze and find attacks on: a proposed cross-site request forgery defense based on the
Origin header, Cross-Origin Resource Sharing; a proposal to use Referrer validation to prevent
cross-site scripting; a new functionality in the HTML5 form element; and WebAuth, a Kerberos-
based single sign-on system. An analogous approach is taken by [245], who provide a detailed
model of core security aspects of the Web infrastructure, staying as close as possible to the
underlying Web standards. The model was used to provide a rigourous security analysis of
the BrowserID system.
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5.6 Full-stack Verification

We have considered various options for using formal methods to improve security across the
system stack. Ideally, the entire stack, or as much of it as is possible, comes with guarantees
that are linked across levels.

The first such stack was specified in pure Lisp and verified with the Boyer-Moore (NQTHM)
prover, a predecessor of the ACL2 theorem prover. The focus was on the hardware and
operating system layers [185] and establishing functional correctness, not security per se.
The components verified included a code generator for a high-level language, an assembler
and linking loader, a simple operating system, and a microprocessor. These layers were
connected by downward and upward functions, mapping down and up the system stack.
The downward functions formalised that: the compiler maps high-level language states to
assembly language states; an assembler, linker and loader that, when composed, map the
assembly language states to states of their machine architecture; and a function that maps
architecture states to register transfer level (RTL) states. The upward maps formalised the
high-level data represented by a region of a low-level state. Theorems were proved in NQTHM
that related these layers. Finally, pre-conditions and post-conditions for the applications
programs were defined and the programs were proved correct with respect to the high-level
language semantics. All these parts were put together in a “warranty theorem” that informally
states the following [185]:

“Suppose one has a high-level language state satisfying the pre-condition of a
given application program [...]. Construct the RTL state obtained from the high-level
state by successively compiling, assembling, linking, and loading. Run the RTL
machine on the constructed state. Map certain data regions up, using the partial
inverse functions, producing some high-level data objects. Then the postcondition
holds of that high-level data.”

This theorem was formalised and proved using the NQTHM theorem prover, thereby linking
all the layers. This stack, albeit somewhat simplistic, captures the essence of full-stack
verification.

The vision of full-stack verification is being pursued on a larger scale within the DeepSpec [246]
project. This project has the goal of developing fully-verified software and hardware, includ-
ing operating system kernels [223], cryptographic primitives and protocols [247], a mes-
sage system [248], and a networked server [249]. Verification uses the Verified Software
Toolchain (VST) [250], which is a framework for verifying C programs via a separation logic
embedded in Coq.

6 CONFIGURATION

[251, 252, 253]

The security of a system depends not only on its implementation, but also its configuration and
operation. When configuring a system, accounts must be created, credentials and certificates
must be distributed or configured, and authorisation policies must be specified for numerous
systems at different levels of the stack, e.g., the operating system, middleware, applications,
and network devices. Clearly this must also be done correctly and formal methods can help to
determine whether this is the case, or even assist with the configuration process, for example,
by compiling high-level policies to low-level configurations.
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We will expand on this in the following subsections, with a primary focus on the correctness
(with respect to high-level properties) of the authorisations (also called the policy) configured
to enforce access control. This problem is important as access control mechanisms are
ubiquitous, the specification and management of access control policies is challenging, and
misconfiguration is the source of many security problems in practice. See the Authentication,
Authorisation & Accountability CyBOK Knowledge Area [254] for more on the challenges in
this regard, as well as for a discussion on logics for access control and delegation.

6.1 Policy Analysis

As observed in the Authentication, Authorisation & Accountability CyBOK Knowledge Area [254],
there is a wide spectrum of policy languages in which administrators can specify access
control policies. Many of these languages are low-level and not particularly user friendly.
Moreover, organisations and their IT setup can be complex, which is reflected in their access
control policies. A large-scale organisation may have millions of users and access may need
to be regulated across numerous and diverse resources including applications, files and data
sets. Even when industry-standard policy languages are used, such as for role-based access
control (RBAC) or attribute-based access control (ABAC), the resulting policies are voluminous
and detailed. Take an RBAC setup in a typical organisation: there may be hundreds of roles and
thousands of rules and it is extremely challenging to get this right, especially as authorisations
evolve over time. The problem here is analogous to program verification: how does one know
whether what is written is really what is wanted?

Early research on formalising access control, like the Harrison, Ruzzo, Ullman (HRU) model
described in the Authentication, Authorisation & Accountability CyBOK Knowledge Area [254],
investigated notions of safety within the context of access control matrices and updates to
them. The authors of this seminal work posed the problem of safety analysis, asking whether
access rights can be leaked in undesirable ways. Since then, researchers have looked into
both:

1. handling different, more realistic policy languages than those based on the access-
control matrices used in HRU, and

2. reasoning about more general properties (safety is interesting, albeit rather specialised).

One generalisation of safety analysis is security analysis [255], where the property concerns
whether an access control system preserves invariants that encode desired security properties,
i.e., whether these properties are preserved across state changes. [256] explores this problem
in the context of role-based access control. The authors study the complexity of this problem
(showing it is in PSPACE) and provide algorithmic solutions based, for example, on model
checking.

In [251], the authors show how to generalise both (1) the policy language and (2) the properties,
simultaneously. They show that many policy languages, including various RBAC extensions
and ABAC, can be directly expressed in a fragment of first-order logic, which the authors
identify and call FORBAC. Moreover, the properties that one expects configurations to satisfy
can also be formalised within FORBAC. Hence one can use first-order deduction to analyse
whether configurations satisfy their desired properties. For FORBAC, [251] shows that SMT
solvers suffice, that this approach scales in practice, and it can be used to verify or find errors
in industrial-scale access control configurations.

A related problem to policy analysis is understanding policy changes, given that policies are
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maintained and evolve over time. This problem is known as change-impact analysis. [252]
presents Margrave, which is such an analysis tool for access-control policies written in the
XACML standard and another version of Margrave handles firewall policy languages [257]. Like
the tools mentioned above, given an XACML policy and a property, Margrave can determine
whether the policy satisfies the property. In addition, for change-impact analysis, it can take
two policies and summarise the semantic differences between them — what is allowed in one
but not the other — by computing a compact representation in the form of a multi-terminal
Binary Decision Diagram.

Another approach to finding errors in policies, in the context of network firewalls, is taken by
[258]. Firewall rules are generally written in low level, platform-specific languages, their control
flow may be non-trivial, and they are further complicated by Network Address Translation (NAT).
Unsurprisingly, it is easy for administrators to make mistakes when specifying configurations.
The idea behind [258] is to reverse the compilation procedure and use decompilation to obtain
a more high-level description of a given firewall configuration. Specifically, their tool, called
FireWall Synthesizer, translates configurations from different popular firewall systems into a
common intermediate language; from configurations in the intermediate language, the Z3
SMT solver is used to synthesise an abstract firewall policy, in tabular form. The generated
specification plays the role of a property, in that it is much easier for system administrators
to understand than the original policy. The tool also supports the comparison of different
configuration versions.

6.2 Specification-based Synthesis

Rather than having administrators directly configure policies and afterwards, if at all, prove that
they satisfy desired properties, an alternative is to specify the properties and synthesise policy
configurations from them. The advantage of this approach is that if the property language is
sufficiently high-level, then it is presumably easier to express correctly the property than the
policy that implements it. This is analogous to the advantages of using high-level programming
languages over assembler, or the synthesis of controllers from declarative specifications of
their properties.

One example of this is the tool [253] that translates policies written in a high-level policy
language to policies in XACML, which is a low-level, machine-oriented, industrial standard
policy language. The high-level language used is a first-order policy specification language
that allows authorisation rules to be defined based on arbitrary conditions. The translation to
XACML combines syntax-driven translation with query answering. It exemplifies a common
translation-oriented approach of using simple deductive reasoning to expand a policy written
succinctly in a high-level language to a more verbose one written in a lower-level (but, equally
expressive) language.

A second, rather different example is found in [259] and [260], both of which provide methods
to construct runtime monitors for workflow enforcement engines that enforce access control
policies involving separation of duty, which is the security principle that requires different
users to carry out different tasks in a work flow. For example, the user who is responsible for
financial transactions in a bank should be different from the user who audits the transactions.
Roughly speaking, both approaches require that one specifies which pairs (or sets) of tasks in
a workflow must be handled by different users, along with other access-control constraints.
The problem is then to generate a runtime monitor that enforces all these constraints, while
being as liberal as possible so that the workflow can successfully complete. [259] solves
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the problem using techniques based on symbolic model checking. In contrast, [260] tackles
the problem by providing a specification language for access-control and separation of duty
constraints based on the process algebra CSP. Namely, given a CSP specification φ, an
execution monitor (cf. Authentication, Authorisation & Accountability CyBOK Knowledge
Area [254]) is synthesised corresponding to the transition system for φ defined by CSP’s
operational semantics.
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[77] G. Doychev, B. Köpf, L. Mauborgne, and J. Reineke, “CacheAudit: A tool for the static
analysis of cache side channels,” ACM Trans. Inf. Syst. Secur., vol. 18, no. 1, Jun. 2015.
[Online]. Available: https://doi.org/10.1145/2756550

[78] M. Bond and R. Anderson, “API-level attacks on embedded systems,” Computer, vol. 34,
no. 10, pp. 67–75, 2001.

[79] I. Verbauwhede, The Cyber Security Body of Knowledge. University of Bristol, 2021, ch.
Hardware Security, version 1.0.1. [Online]. Available: https://www.cybok.org/

KA Formal Methods for Security | July 2021 Page 44

https://www.cybok.org
https://doi.org/10.1109/32.588521
https://www.cybok.org/
https://doi.org/10.1007/s10009-020-00552-5
http://doi.acm.org/10.1145/2699444
https://doi.org/10.1145/2728816.2728827
https://doi.org/10.1145/2756550
https://www.cybok.org/


The Cyber Security Body Of Knowledge
www.cybok.org

[80] C. Kern and M. R. Greenstreet, “Formal verification in hardware design: A survey,”
ACM Trans. Des. Autom. Electron. Syst., vol. 4, no. 2, p. 123–193, Apr. 1999. [Online].
Available: https://doi.org/10.1145/307988.307989

[81] T. Kropf, Introduction to Formal Hardware Verification: Methods and Tools for Designing
Correct Circuits and Systems, 1st ed. Berlin, Heidelberg: Springer-Verlag, 1999.

[82] E. Clarke and D. Kroening, “Hardware verification using ANSI-C programs as a reference,”
in Proceedings of the ASP-DAC Asia and South Pacific Design Automation Conference,
2003., 2003, pp. 308–311.

[83] J. Sawada and W. A. Hunt Jr., “Verification of FM9801: an out-of-order microprocessor
model with speculative execution, exceptions, and program-modifying capability,”
Formal Methods Syst. Des., vol. 20, no. 2, pp. 187–222, 2002. [Online]. Available:
https://doi.org/10.1023/A:1014122630277

[84] M. M. Wilding, D. A. Greve, R. J. Richards, and D. S. Hardin, Formal Verification of
Partition Management for the AAMP7G Microprocessor. Boston, MA: Springer US,
2010, pp. 175–191. [Online]. Available: https://doi.org/10.1007/978-1-4419-1539-9 6

[85] A. Sabelfeld and D. Sands, “Dimensions and principles of declassification,” in 18th IEEE
Computer Security Foundations Workshop (CSFW’05), 2005, pp. 255–269.

[86] S. Chari, C. S. Jutla, J. R. Rao, and P. Rohatgi, “Towards sound approaches to counteract
power-analysis attacks,” in Proceedings of the 19th Annual International Cryptology Con-
ference onAdvances in Cryptology, ser. CRYPTO ’99. Berlin, Heidelberg: Springer-Verlag,
1999, p. 398–412.

[87] J. Kelsey, B. Schneier, D. Wagner, and C. Hall, “Side channel cryptanalysis of product
ciphers,” J. Comput. Secur., vol. 8, no. 2,3, p. 141–158, Aug. 2000.

[88] S. Micali and L. Reyzin, “Physically observable cryptography,” in Theory of Cryptography,
M. Naor, Ed. Berlin, Heidelberg: Springer Berlin Heidelberg, 2004, pp. 278–296.
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