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1 INTRODUCTION: UNDERSTANDING HUMAN BEHAVIOUR
IN SECURITY

In their foundational 1975 paper, The Protection of Information in Computer Systems, Jerome
Saltzer and Michael Schroeder established ten principles for designing security [1]. Three of
those principles are rooted in the knowledge of behavioural sciences:

+ Psychology: the security mechanism must be ‘psychologically acceptable’ to the humans
who have to apply it;

* Human Factors and Economics: each individual user, and the organisation as a whole,
should have to deal with as few distinct security mechanisms as possible;

* Crime Science and Economics: the effort required to beat a security measure should
exceed the resources and potential rewards for the attacker.

Nearly 100 years before Schroeder & Saltzer, the founding father of cryptography, Auguste
Kerckhoffs formulated six principles for operating a secure communication system, with a
key focus on human factors: Three of those were “it must be easy to use and must neither
require stress of mind nor the knowledge of a long series of rules”.

Both of these foundational texts recognised that security measures cannot be effective if
humans are neither willing nor able to use them. A good example is email encryption. We
have had tools for encrypting email for over 20 years. Yet today, less than 0.1% of emails sent
are end-to-end encrypted. This outcome was predictable since Whitten & Tygar found in 1999
that even well-motivated and trained people could not use email encryption correctly [2]. This
situation has not yet changed substantially—although recent research offers insights into the
means to do so [3, 4, 5].

Over the past 20 years, there has been a growing body of research into the underlying causes
of security failures and the role of human factors. The insight that has emerged is that security
measures are not adopted because humans are treated as components whose behaviour
can be specified through security policies, and controlled through security mechanisms and
sanctions. But the fault does not lie primarily with the users, as suggested by the oft-used
phrase that humans are the ‘weakest link’, but in ignoring the requirements that Kerckhoffs
and Schroeder & Saltzer so clearly identified: that security needs to be usable and acceptable
to be effective. An example of this is the case of password policies. Adams & Sasse showed
that password policies and mechanisms agreed upon by security experts did not work at
all in practice and, consequently, were routinely bypassed by employees [6]. Naiakshina et
al. showed that not only end-users have trouble with passwords but developers do as well.
Developers need to be explicitly prompted to include security and, even when this is done,
they often include outdated and faulty security mechanisms [7, 8].

The aim of this CyBOK Knowledge Area is to provide a foundational understanding of the role
of human factors in cyber security. One key aspect of this is how to design security that is
usable and acceptable to a range of human actors, for instance, end-users, administrators
and developers. This knowledge area also introduces a broader organisational and societal
perspective on security that has emerged over the past decade: the importance of trust and
collaboration for effective cyber security, which can only be achieved by engaging stakeholders
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and negotiating security solutions that meet their needs [9]. This requires a set of skills that
have traditionally not been part of the training provided for security experts and practitioners.
This knowledge area aims to capture the knowledge to change that.
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Figure 1: Human behaviour in context, showing internal factors and contextual ones that
influence behaviour.

This knowledge area is organised (Figure 1) in a starting on the inside, working outwards man-
ner: starting with the individual and internal factors that drive human behaviour (capabilities
and limitations, mental models), moving onto aspects of the broader context in which in-
teraction with security takes place. We will then consider the other immediate factors that
have an impact: the behaviour of others around us, and especially how they handle security
risks, users’ emotional stances towards the organisation and how security behaviour can be
successfully managed through design and a range of group and organisational factors. Note
that human factors and usability in a security context can be distinguished from other contexts
by the presence of adversaries or risk. As shown in Figure 1, the adversary may actively work
to alter users’ perceptions of the system'’s capabilities and boundaries as well as exploiting
the specifics of social and organisational contexts (e.g., security policies, working practices,
decision-making hierarchies) to impact security. Studying usable security through an active
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attacker model [10, 11] and raising users’ awareness about security issues by incorporating
such models, e.g. anti-phishing simulations [12, 13], is an on-going area of study. These
mechanisms offer some protection, but require user time and effort. Therefore, as we discuss
later, the total security workload needs to be monitored so that productivity is not reduced
and workarounds induced. Furthermore, they have implications in terms of users’ trust in the
organisation and completion of the primary (non-security) task at hand — the design of any
such interventions or campaigns needs to consider and address these risks [13].

Note that we do not discuss the specifics of adversarial behaviours, as these are the subject
of the Adversarial Behaviours CyBOK Knowledge Area [14]. However, we will touch on any
relevant elements where they relate to usability and human factors, for example, security
awareness, training and anti-phishing. Usability considerations are equally important with
regards to privacy controls and technologies. This discussion formulates part of the Privacy
& Online Rights CyBOK Knowledge Area [15] and hence is not considered here any further.

2 USABLE SECURITY - THE BASICS

[16,17]

When users do not behave as specified by security policies, most security practitioners think
that the users are at fault: that they ‘just don’t understand the risks’ or ‘are just too lazy’. But
research has shown that non-compliance, which we now refer to as ‘rule-bending’, is caused
by people facing a stark choice between doing what is right by security, and reducing their
productivity. Most choose productivity over security, because that is what the organisation
also does.

A typical response to such rule-bending is security awareness and education, that is, fitting
the human to the task’. But Human Factors research established decades ago that, when
we take all of the costs and the resulting performance into account, fitting the task to the
human’ is more efficient. There is a role for security awareness and training (Section 4) but it
should be thought of as one of the options but not the first resort. It cannot help humans to
cope with security tasks that are impossible, error-inducing, or drain too many individual and
organisational resources [18]. As the UK’s National Cyber Security Centre (NCSC) policy puts
it:

‘The way to make security that works is to make security that works for people™
In other words, security has to be usable. The ISO defines usability (ISO 9241-11:2018) as

‘The effectiveness, efficiency and satisfaction with which specified users
achieve specified goals in particular environments.

And the criteria by which usability is assessed are:

1. effectiveness: the accuracy and completeness with which specified users can achieve
specified goals in particular environments;

2. efficiency: the resources expended in relation to the accuracy and completeness of the
goals achieved;

3. satisfaction: the comfort and acceptability of the work system to its users and other
people affected by its use.

Thttps://www.ncsc.gov.uk/information/people-strongest-link
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We can immediately observe that these criteria align with the principles articulated by Kerck-
hoffs and Saltzer & Schroeder’s. But how to deliver this in practice?

2.1 Fitting the task to the human

From a practical point of view, making security tasks fit or usable means establishing a fit
with four key elements [17]:

1. the capabilities and limitations of the target users;

2. the goals those users have, and the tasks they carry out to achieve them;

3. the physical and social context of use; and

4. the capabilities and limitations of the device on which the security mechanism is used.

We now examine each of these in turn, and how they apply to designing a usable security
mechanism.

2.1.1 General human capabilities and limitations

There are general capabilities and limitations — physical and mental — that apply to most
humans. Giving humans a task that exceeds their capabilities means we set them up to fail.
When the demand they face is borderline, most humans make an effort to meet it. But this
will come at a significant cost, which may ultimately prove to be unsustainable.

With general computing devices today, the physical capability that can be exceeded by security
tasks is most likely the ability to detect signals: many security systems provide status mes-
sages, reminders or warnings. Humans can only focus their attention primarily on one task
at any one time. That focus will be on their main activities, and many security mechanisms
demand more time and attention than users can afford [16]. This means that changes in
passive security indicators are often not noticed, in particular if they are on the edges of
the screen. Asking users to check these indicators is setting them up to fail—even if they
consciously try to do it, their focus will be drawn back to the main task. If security indicators
need to be attended to, they should to be put in front of the person, and require a response.
This will work, but only for infrequent and reliable indicators (see Alarm fatigue).
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Alarm fatigue The brain stops paying attention to signals it has classified as irrelevant. They
are filtered out before they reach the conscious processing level (Section 2.1.2). It means humans
do not perform well on tasks where they have to screen for rare anomalies (e.g., in baggage
screening and some forms of Closed Circuit Television (CCTV) monitoring). We need technology
support and processes such as job rotation to get good performance. Alarm fatigue is a related
phenomenon. Once alarms have been classified as unreliable, people stop paying attention to
them. How high a false alarm rate (with which people can work) depends on the risk, the frequency
at which false alarms occur, and the demands of the other tasks they have to complete. But even
with a 10% false alarm rate, one can expect alarm fatigue. Once people start to dismiss alarms, it
is hard to get them to take them seriously again. Moreover, once they dismiss one type of security
warning as false, similar-looking or sounding ones will also be dismissed. Many security warnings
today have far too high a false alarm rate and are thus dismissed. SSL certificate warnings, for
instance, have a false-positive rate of 50% or more. So, it is not surprising that people ignore
them, particularly if no secure alternative for completing the task is offered at the same time.
Rob Reeder, when working at Microsoft, coined the handy acronym NEAT: warnings should be
Necessary, Explained, Actionable, and Tested [19]. Add to that ‘and have a false alarm rate of 10%
or less’ and one may have a chance of security warnings being effective.

A key mental capability is memory. There are several types of memory. The first distinction
is between Short Term Memory (STM) and Long Term Memory (LTM). When one tries to
memorise an item, it needs to go round the STM loop a few times before it is transferred into
the LTM. STM is what is, for instance, used for one-time passwords, such as numeric codes
displayed by tokens or displayed on another device.

STM and One Time Passwords (OTPs) The use of one-time PINs or passwords (OTPSs) in
security has increased as Two Factor Authentication (2FA) has become more common. We fo-
cus our attention on the number displayed and repeat it to ourselves (mentally or aloud). Then we
turn our attention to the entry field, retrieve the item from the STM loop, and repeat it to ourselves
while entering it. What is important to note is that this works for most people for strings of upto 6
characters, that is, a 6-digit number, because we can break them into 2 bits of 3 characters each.
Codes that are longer overload the STM loop. People have to start looking forwards and back-
wards between the display to read the characters and enter them. This increases both the entry
time and the likelihood of error. And mixing alpha-numeric characters also impacts performance.

Whether a user will be able to recall what is stored in LTM depends on how embedded it is:
items retrieved frequently are well embedded, those that are not will fade over time. That
means we can expect problems with infrequently used items that require unaided recall (aided
recall, e.g., recognising one’s own images in a set of images, is easier). LTM is divided into two
distinct areas: general knowledge is stored in Semantic Memory (LTM-SM), whereas items
connected to one’s personal history are stored in Episodic Memory (LTM-EM): autobiographical
memory. ltems stored in LTM-SM fade faster than those in LTM-EM because, in the latter
case, one stores not just the item, but the images and emotions connected to them.
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LTM and passwords LTM-SM is divided into areas in which similar items are stored. When
one tries to retrieve an item, the section in which it is stored is activated, and the items in the
section compete to be retrieved — with those that have been retrieved most frequently ‘coming
to mind’ first. This interference effect is quite powerful and disruptive, particularly because items
one does not need any more (such as old passwords) keep lingering and compete with those that
need to be recalled. Thus, managing a multitude of the same type of credentials is impossible,
especially if several of them are used infrequently. People need coping strategies, be it writing
them down, using a password manager or one-time credentials. We can agree that 123456 or
P@SSword are not secure. But, since most users now have dozens of passwords, the insistence
on strong passwords has created a humanly impossible task. Most people struggle if they have
more than 2-3 passwords or PINs — and the longer and stronger they are, the more they will
struggle.

The NCSC Password Guidance ¢, therefore, recommends several ways of supporting people in
managing large numbers of unique passwords: switching to 2FA solutions and/or password man-
agers, and if it is not possible to do either, not expiring strong passwords on a regular basis. If a
password has to be expired (e.g., because it has been compromised), a little time investment dur-
ing the day the password has been changed can help. People can brute-force the old password
out by repeating the new password around ten times immediately, and repeating that process
three or four times at hourly intervals.

ahttps://www.ncsc.gov.uk/guidance/password-guidance-simplifying-your-approach

One important security criterion for knowledge-based authentication is that a credential
should be difficult to guess. Due to human physical and mental characteristics, the selection
of credentials is, however, often biased towards the familiar, or those that can be more easily
distinguished from others.

1. With passwords, people try to pick ones that are easier to recall, e.g., those that have
meaning for them such as memorable names or dates.

2. When users have to choose images as credentials, they prefer strong colours and shapes
over more diffuse ones [20].

3. When these are pictures of humans, they will pick pictures of ‘more attractive’ people
and those from their own ethnic background [21].

4. When the credential is a particular location within a picture, people prefer features that
stand out [22].

5. With location-based systems, people pick memorable locations, for example, when
choosing locations for a 4-digit PIN on a 5 x 5 number grid, they go for connected
locations, anchored on an edge or corner of the grid [23].

6. The order of the elements of a credential is predictable, because there is a strong cultural
preference, e.g., people who speak languages that read left-to-right will choose that
order [23].

7. With finger swipe passwords on Android phones, people pick from a very limited number
of shapes [24].

These human biases reduce the diversity (number of different passwords) in a password
database, and increase the likelihood of an attacker guessing a password. To counteract this,
security policies have barred too obvious choices. Whilst not allowing very obvious choices
such as ‘password’ as a password and ‘0000’ as a PIN is prudent, having too many restrictions
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increases the workload associated with the password creation task (see Section 2.1.2). For
instance, a password checker that rejects 5+passwords in a row as too weak will put users
under considerable stress and most likely towards re-using a password.

Similarly, password strength meters are often used to guide and influence the user’s password
choices. For instance, Ur et al. [25] discussed the impact of various password meter designs
on users’ choice of passwords, as well as highlighting the increased workload for users and
the frustration faced by them when faced with more stringent password meters. A recent
work by Golla and Dirmuth [26] investigated the accuracy of 45 password strength meters
including several deployed in practice, as well as academic proposals. Their work shows a
degree of variation in terms of accuracy and, more critically, that this has not significantly
improved over five years. So, even if we are to disregard the additional workload on users
(not that we should), these approaches do not always have the level of accuracy required to
effectively implement password policies. These considerations must be borne in mind when
deploying solutions to enforce security policies.

Sometimes, the question is raised as to whether there is training to help users cope with
recalling security credentials. Memory athletes use specific exercises to enhance memory
performance. The writer Joshua Foer details in his bestseller Moonwalking with Einstein [27]
that it requires a serious initial time investment (several months full-time) but also continuing
training (at least 30 minutes a day), plus the time required to recall and enter the passwords
(which in itself people find too much [28]).

We have, so far, discussed the capabilities and limitations that apply to most people. But,
specific user groups will have additional needs that should inform the selection or configuration
of security mechanism or processes. For instance, children and older citizens can have
capabilities and limitations (e.g., motor skills) that differ from working age adults. People with
larger fingers struggle to hit small targets accurately, such as the small keys on a soft keyboard.
Cultural values and norms need to be considered. The physical and mental conditions of
users also need to be taken into account. Not all users are able to operate equipment with
their hands, read from screens, or hear audio. Conditions such as colour blindness affect
sizeable numbers of people, so images used for graphical authentication need to be checked.
Certain audio or video effects can harm users with conditions such as autism or epilepsy.

CAPTCHAs Some work on Completely Automated Public Turing test to tell Computers and Hu-
mans Aparts (CAPTCHAS) has investigated supporting users with sensory impairments, e.g., [29].
However, one needs to bear in mind that CAPTCHAs add more effort for the legitimate user, im-
peding the achievement of the intended goal, i.e., access. The usability limitations of these mech-
anisms that aim to ‘verify’ legitimate human users — and their contribution to security fatigue -
must be considered [30, 31].
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2.1.2 Goals and tasks

Human behaviour is essentially goal-driven. People perform tasks to achieve goals, at work:
‘I want to get this quotation to our customer today’, or in their personal life: ‘l want to get
the best utility deal for us’. To achieve these goals, people complete a series of tasks. To
prepare a quotation, these would include working out the materials required and their cost, the
person-hours required and their cost, the relevant fees, taxes etc. If a task has several steps
or units, it can be decomposed into sub-tasks. For instance, working out the person-hours
required on a job can be broken down into the following tasks:

1. identify all the worksteps that need to be completed,

2. work out what type of employee is required to complete each task,

3. how long each specific type of employee needs to spend on which task,
4. what preparations each type of employee may need to make.

These tasks are called primary or production tasks in human factors terminology, and design-
ing the technology tools so people can complete these tasks effectively and efficiently is
the most fundamental aspect of usability. To ensure people can complete tasks effectively,
technology (and security) designers need to know the requirements for the tasks they perform:

Production and enabling tasks Production tasks are what people consider ‘their job’, and in
many jobs, they may have spent years studying or training for them. At an organisational level,
the production tasks performed by many individuals in an organisation add up to business pro-
cesses that produce the goods or services. Anything that stops these processes or slows them
down will cause the organisation significant problems. When we talk about ‘resilience’ of an or-
ganisation, it is about the ability to keep those business processes going to produce the output.
As well as production tasks, an organisation has tasks that do not directly contribute to business
processes, but have been added to protect its ability to keep going in the long term: safety and,
indeed, security are key enabling tasks. Some organisations get away with not supporting these
enabling activities for a period of time and this explains the grudge with which some individuals
and organisations view security. The fact that safety or security measures do not immediately
contribute to the output and the bottom line explains why it is a grudge sale, particularly when
individuals or organisations feel under pressure.

1. What output has to be produced so the goal is achieved? The task has to be completed
effectively, e.g., if the quotation is not correct or not sent to the customer in time, the
task is not completed effectively.

2. Are there constraints on time and resources? Business processes may set an upper
limit on the time tasks can take, or the resources they can draw upon, such as, access
to information or services for which the organisation has to pay.

3. Is the task performed frequently (several times a day) or infrequently (once a month)?
The execution of tasks people perform frequently becomes ‘automatic’, whereas new or
infrequently performed tasks are completed in a conscious, step-by-step manner (see
Section 2.1.4). For frequently performed tasks, the design should optimise for speed
and reduce physical effort (which could lead to fatigue). For infrequent tasks, the design
should try to reduce mental effort by guiding the users and minimising how much they
have to remember.

People focus on the production task, and enabling tasks are often experienced as an unwel-
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come interruption or distraction. To stay with our authentication example?: an employee has to
authenticate with a password to a database to find out the hourly rate of a particular specialist
that the business charges. If she does this frequently, and can remember the password, it
may only take a few seconds for her to recall and enter it. But if she has just returned from a
vacation, cannot remember it and it takes 20 minutes to get through to a help desk to have it
reset, and then she has to think up and memorise a new password — all before she can get to
the database — the security task has suddenly become a massive disruption, and perhaps the
effective completion of the production task is now under threat.

And note how one seemingly quick task of ‘authenticate’ (with 2 subtasks of ‘recall password’
and ‘type password’) has now spawned two further authentication tasks: ‘recover password’
and ‘create password’, both with multiple steps each.

Most workarounds to security mechanisms, such as, writing passwords down or sharing
them, happen because people try to ensure effective production task completion (to protect
business productivity). For instance, people often keep their own copies of documents that
should be in an access-controlled repository, or clear-text copies of documents that should
be encrypted, because they fear not being able to access them when they need them. Or
when the repeated effort and disruption resulting from having to enter a password to unlock
a screen gets too much, they install mouse-jiggling software to stop the screen locking and
having to enter their password [28]. Even if a user knows the password well, the seconds it
takes add up if it needs to be done dozens of times a day.

Therefore, to avoid security tasks being bypassed, we must design them to fit into primary
tasks. We can achieve a good fit in a number of ways:

+ Automating security, for instance, using implicit authentication to recognise authorised
users, instead of requiring them to enter passwords many times over.

« If explicit human action is necessary in a security task, we should minimise the workload
and the disruption to the primary task.

+ Designing processes that trigger security mechanisms such as authentication only when
necessary (see, for example, [32]).

- Design systems that are secure by default® so that they do not push the load of security
configurations and management on to the users.

Workload can be physical (typing a password) or cognitive (remembering a password). Hu-
mans generally try to be efficient and keep both their physical and mental workload as low as
possible. But, given a choice, most people will take an extra physical over extra mental work-
load, especially if the physical task is routine and can be done ‘on autopilot’ (See Section 3).
Mental workload quickly becomes too much, especially if adjacent tasks require the same
mental capability, such as memory.

Therefore, in order to design a security task that fits well, we need to know the production
tasks, and consider the mental and physical workload. Before selecting a security measure,
security specialists must carry out a workload audit:

1. What is the workload associated with the primary and secondary (security) task?

2We could equally consider other examples, for instance, access control where the user perspective is: ‘I
need to share information X with person Y’ whereas access control policies take the approach: ‘deny all and
then enable specific access’.

Shttps:/www.ncsc.gov.uk/information/secure-default
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2. Are there performance constraints in the primary task (e.g., the time in which it has to
be completed)?

3. Are there resource constraints (mental or physical capability, or external ones such as
limited access to paid services)?

4. What is the impact of failing to complete the security task?

Workload measurement How can we measure the workload associated with a security task?
A simple proxy is the time: how long does it take to complete the security task? Considering this
before implementing a new policy or security measure would be an improvement on the status
quo, whereby the impact of a policy or measure is only considered once it is causing problems.
Once we know how long it takes, we need to determine if and where it disrupts primary activity.
The assessment of whether the impact on the primary task is acceptable can be carried out infor-
mally, for instance, with experienced staff and line managers who know the production task well.
A more formal assessment can be carried out analytically using the Goals, Operators, Methods
(GOMS) method or empirically using the NASA Task Load Index (TLX).

As we have already discussed, people are hardwired to protect their productivity. They have a
built-in awareness of how much time and effort they are spending on non-productive tasks,
and an idea of how much non-productive activity is reasonable. They have what Beaute-
ment et al. called a Compliance Budget [33]. As the day progresses and enabling tasks add up,
the likelihood that they will seem too much and be bypassed increases. Furnell & Thompson
coined the term security fatigue [34] and the uphill battle to turn security from a grudge sale
into a positive quality (Section 2.1.3) can be attributed to this.

Security is not the only enabling task employees face. Others include: safety, sustainability,
diversity training, various regulatory regimes and so on, leading to Compliance Fatigue. Beaute-
ment et al. [33], recommend that security specialists have an open and honest discussion
with line managers and business leaders about the time and budget available for enabling
activities, and how much of it is available for security versus other enabling functions. Once
that is known, the workload of the security tasks can be calculated and priorities identified
— which security behaviours really matter for the key risks a particular group of employees
face — and security tasks streamlined. Making security mechanisms smarter and less ‘all
or nothing’ can also help reduce compliance fatigue. For instance, allowing authentication
with an old password, or having ‘break the glass’ policies that allow but flag access by users
who do not have permission reduces the likelihood of task disruption. And if users know they
have access to efficient security recovery and support services, it will reduce the need for
workarounds.
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2.1.3 Interaction Context

Contextual Inquiry In modern work organisations, staff can work in many parts of the world,
and in many different physical and social environments. It can be quite a challenge for a security
expert to identify all the factors that could impact security and usability. Many usability profes-
sionals follow an approach called Contextual Inquiry [35]:
‘The core premise of Contextual Inquiry is very simple: go to the user, watch them
do the activities you care about, and talk with them about what they’re doing right
then’

Contextual Inquiry uses a mixture of observation and interview to identify the primary tasks people
are carrying out, and what makes them do this well.

Both the physical surroundings and the social environment in which people have to perform
security tasks affect performance and security. Most working age people now interact with
technology on the move more frequently than at the desk traditional working environments.
This change in the context of use affects a number of security mechanisms, not least of
being overheard when on the phone - the case of former CIA Director Michael Hayden being
overheard giving an off-the-record interview on board a train being a particularly spectacular
one*. The risk of being overheard is now addressed in many corporate training packages,
but several security mechanisms are still in use that are vulnerable to being overheard, e.g.,
security questions such as date of birth, mother's maiden name. Using partial credentials only
and entry via keypad increases security but also accentuates the mental and physical workload
at the same time. Some attackers can also try to glean credentials via shoulder-surfing or
hidden cameras. Overall, the use of a One Time Password (OTP) as part of a 2FA solution
could offer protection and better usability.

The usability of security mechanisms can be affected by the following physical characteristics:

1. Light: In bright light, displays can be hard to see, which can affect graphical authentica-
tion in particular. Biometric systems such as iris and face recognition rely on input from
cameras. Bright light can lead to glare, which means the images captured are not good
enough to process.

2. Noise will most obviously interfere with the performance of voice recognition systems.
But high levels of noise also impact human performance in general due to increased
stress and, in turn, increased likelihood of error. Unexpected loud noises trigger a human
startle response, which diverts attention away from the task.

3. Ambient temperature can affect the performance of both technology and humans. Fin-
gerprint sensors can stop working when it is cold, and humans are slower at pointing
and selecting. They may also need to wear protective clothing such as gloves that
make physical operations of touchscreens impossible or difficult. Similarly, too hot an
environment can lead to discomfort and sweat can interfere with sensors.

4. Pollution can impact equipment operated outdoors. This is a particularly concern for
fingerprint sensors and touchscreens. The lipids left behind combine with the particles
and the resulting dark grease can clog sensors or leave a clearly visible pattern on the
touchscreen.

“https://www.theguardian.com/world/2013/oct/24/former-spy-chief-overheard-acela-twitter
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The social context in which people find themselves strongly influences behaviour though
values: shared beliefs about what is important and worthwhile, and norms: rules and expecta-
tions about actual behaviour. If the expected security behaviour is in conflict with day-to-day
behavioural norms, we can expect problems. For instance, if an organisation values customer
satisfaction, and employees are told to be friendly towards customers at all times, a security
policy that requires staff to treat any customer enquiry as a potential attempt to extract
information will not fit. Understanding the reasons underpinning non-compliance with security
policies can shed light on these conflicts between security requirements and the primary
task [36]. Trust is another key norm. Humans do not like to feel distrusted — and it has been
shown that communicating distrust to employees encourages bad behaviour, rather than
prevent it [37].

Other aspects need to be considered in order to understand how security beliefs, norms and
coping strategies are shaped. For instance, users often get their knowledge from their wider
social networks and these are also a source of support and help when they face usability
challenges [38, 39].

2.1.4 Capabilities and limitations of the device

We have already discussed that the physical characteristics of a device may make interaction
with security mechanisms difficult in certain circumstances. Some characteristics of the
device can result in security mechanisms becoming difficult to use in any circumstance. Enter-
ing long and complex passwords on soft keyboards on a mobile phone takes far longer and is
more error-prone than on a regular keyboard [40]. And while with frequent use on a keyboard,
most people can become quite proficient at entering a complex password, performance does
not improve when humans hit a basic limitation. What is particularly worrying from a security
point of view is that (without colluding) a user population starts to converge on a small number
of passwords that are easiest to enter with the minimum amount of toggles, which makes
guessing a valid password easier for attackers [41].

Whilst 2FA has security benefits and reduces the need for strong passwords, not all 2FA
solutions are usable by default. Many users find widely used 2FA tokens such as Digipass
difficult. They appreciate the fact it fits into their wallet, but it is ultimately ‘too fiddly’ [42]. Also,
over half of online banking users have accounts with more than one financial services provider.
The fact that even those that use 2FA implement it differently (which token is used when it
has to be used, and how the different elements of authentication are referred to (passphrase,
passcode, key phrase) causes confusion for the users. Similarly, different implementations of
Chip and PIN create slightly different variations in the task that catches users out, leading to
human error (Section 3).

With increasing numbers of new devices appearing, from smart watches to home devices,
and even smaller screen sizes and implicit interactions between users and devices through
a variety of sensors and actuators, considering the ergonomics of security interactions [43]
is ever more important. The risks arising from Bring Your Own Device (BYOD) cultures are
discussed in the Risk Management & Governance CyBOK Knowledge Area [44].

I KA Human Factors Page 14


https://www.cybok.org

I The Cyber Security Body Of Knowledge cyBGK

3 HUMAN ERROR

[45, 46]

In over 30 years of research into accidents and safety, the psychologist James Reason worked
out that virtually all mistakes people make are predictable [45]. They occur as a result of
latent failures (organisation and local workplace conditions) and active failures (errors and
violations by humans) in combination to allow the accident to occur. Figure 2 shows Reason’s
‘Swiss Cheese’ model adapted for security. A security incident occurs because the threat finds
its way through a series of vulnerabilities in the organisation’s defences. A person may be the
one who pushed the wrong button or clicked on the link and caused the incident. However,
several other failures preceded this, leading to that person being put in a position where
making what appeared to be the right choice turned out to be the wrong one.

Latent usability failures in systems-of-systems One can also not assume that all systems
are designed from scratch with usable security considerations in mind. Most often systems are,
in fact, systems-of-systems (SoS), derived from composing otherwise independent systems that
come together to orchestrate a particular service or task. Integration problems in SoS have been
studied, e.g., [47] and one must consider the latent failures that arise due to the decisions made
during integration. Poor usability and task fatigue represents a sufficient risk to the security of
the SoS to warrant upfront investment in order to avoid latent failures.

The work of Reason and his fellow safety researchers [48, 49] led to organisations being held
responsible for fixing upstream safety issues as they are discovered, rather than waiting for
an accident to happen. The concept of a near miss describes a situation where safety issues
become apparent, but an accident is avoided at the last minute. In most industries that are
subject to safety regulations, there is an obligation to report near-misses and investigate any
failure as soon as it is discovered — with a requirement to address the root causes identified
through the investigation so that future failures are mitigated.

Applied to security, an employee not following a security procedure constitutes an active
failure and should be investigated and fixed. If the investigation shows that the conflicting
demands of production task and security lead the employee to disregard security, the conflict
is an underlying latent failure that the organisation needs to address. Often security non-
compliance is ignored until an incident occurs. Unlike security, safety does not have active
adversaries with whom to contend. But many improvements could be made to current security
practices by applying safety concepts (as discussed in Section 2.1.2).

As already mentioned in Section 2.1.2, tasks that people carry out frequently become auto-
matic, whereas tasks they are doing for the first time or very infrequently are carried out in a
conscious, step-by-step manner. The psychologist Daniel Kahneman, 2002 Nobel prize laure-
ate in economics for his work on human biases in decision-making, described the two areas,
System 1 and 2, and the way they work as, Thinking Fast and Slow [50]. One very important
insight is that the majority of activities people undertake are carried out in System 1 mode, and
this is what makes us efficient. If people carried out most of their activities in System 2 mode,
they would not get much done. Exhortations to ‘Take Five™ every time before clicking on a link
are unrealistic when people get dozens of work emails with embedded links. Furthermore, if
without clicking on that link or giving personal information, there is no way of completing the
primary task, productivity comes under serious threat. Unspecific advice such as ‘just stop

Shttps://takefive-stopfraud.org.uk/
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THREAT

INCIDENT

Figure 2: Security Version of Reason’s ‘Swiss Cheese’ model. Holes are latent & active failures.
When a threat finds one in successive layers then the threat succeeds. ‘Cheese slices’ are
defences provided by security policies & mechanisms.

and think’ rarely works because just stopping people in their tracks and without supporting
them achieving their goals securely is not helpful. In addition, considering the workload of
security measures, security experts need to consider the further impact that following their
advice has on people’s ability to complete their primary tasks, as well as the impact on the
effectiveness of general communication between organisation and employees. The use of
Domain-based Message Authentication Reporting and Conformance (DMARC), for instance,
should enable employees to distinguish genuine internal communications from potential
phishing attempts. The use of DMARC to provide a reliable indication of ‘safe’ senders can
reduce the number of emails about which users have to be cautious. Even better, the provision
of ultra-secure browsing technology, which is now available, means that clicking on links has
no adverse technical consequences, so user education and training can focus on explaining
social engineering and manipulation techniques.

When tackling complex problems, humans often have to combine both fast and slow pro-
cesses, and there is an in-between mixed-mode, where task execution is not fully automatic:
some of the behaviours are automatic, but one needs to stop and consciously work out which
behaviour to select. Productivity costs aside, security experts suggesting people should ‘stop
and think’ assume that ‘slow mode’ equals ‘safe mode'. For instance, using slow mode can
also lead to overthinking, to rationalising or explaining away evidence, to bringing irrelevant
concerns to bear, focusing on the wrong goals (e.g., production goals), and to wasting large
amounts of time and energy. In fact, each of these modes of operation comes with its own
type of human error (Table 1).
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Mode Type of error Cause Security Example
Automatic mode Slips and Recognition failure “| forgot to check for the
(fast) lapses Memory failure padlock before | entered
Attention failure my credit card details.”
Mixed mode Mistake | Human chooses incor- “ldid not check forthe pad-
rect response lock because websites on
my iPhone are safe.”
Conscious mode Mistake Il Human does not know “Idid not know to check for
(slow) correct response the padlock before enter-

ing my credit card details.”

Table 1: Automatic, mixed mode and conscious workspace (based on [45])

Even in conscious mode, people try to be efficient, resorting to ‘the closest thing they know’,
that is, they are most likely to choose behaviours they use frequently, or those that seem most
similar to the situation they encounter. Attackers exploit this by creating very similar-looking
websites, or incorporating security messages into their phishing emails.

Reason identifies four types of latent failures that are more likely to cause people to make
errors.

1. Individual factors include fatigue (as discussed in Section 2.1.2), but also inexperience
and a risk-taking attitude.

2. Human Factors include the limitations of memory (as discussed in Section 2.1.1) but
also common habits and widely shared assumptions.

3. Task factors include time pressure, high workload and multiple tasks, but monotony and
boredom are equally error-inducing because people shift their attention to diversions.
Uncertainty about roles, responsibilities and rules also lead to incorrect choices.

4. Work environment factors include interruptions to tasks (as discussed in Section 2.1.2)
and poor equipment and information. People are also particularly prone to error when
rules and procedures change.

Task and work environment factors are clearly the responsibility of the organisation. There
should be regular reviews of how well policies are followed. If they are not, the underpinning
causes must be identified and addressed. The causes of near misses, mistakes that happened
but did not lead to an incident, should be similarly used to identify and change the underlying
causes. We also need to develop a better understanding of how humans respond when under
stress conditions, e.g., in real-time when faced with an unfolding attack.
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‘Never issue a security policy that can’t be followed’
(Or: General MacArthur, shadow security and secu-
rity hygiene) The famous WWII military leader Gen-
eral Douglas MacArthur coined the phrase ‘never give
an order that can’t be obeyed." He recognised the cor-
rosive impact of a single order that cannot be followed
in reality—it undermines the credibility of all orders and
the superiors who issue them and seeds uncertainty and
doubt. It is the same with security policies: when em-
ployees encounter security policies that are impossible
to follow or are clearly not effective, it provides a justi-
fication for doubting all security policies. That is why
security hygiene is essential. When policies are not be-
ing followed, security professionals must investigate, in
a non-confrontational manner, why and if it is because
they are impossible or too onerous to follow and re-
design the solution. Kirlappos et al. pointed out that in
most cases, employees do not show blatant disregard
for security, but try to manage the risk they understand
in the best way know how, what they call shadow secu-
rity [36]. Their ‘amateur’ security solutions may not be entirely effective from a security perspec-
tive, but since they are ‘workable’, asking ‘how could we make that secure’ is a good starting point
for finding an effective solution that fits in with how people work.

4 CYBER SECURITY AWARENESS AND EDUCATION

[51,52]

Security practitioners often respond with security awareness, education and training measures
when people do not follow security policies. But, in Section 3 we established that security
hygiene must come first: if people keep being told that the risk is really serious and they must
follow policy, but cannot do so in practice, they develop resentment and a negative attitude
towards security and the organisation (which is counter-productive).

In practice, the three terms: awareness, education and training, are often used interchangeably
but are different elements that build on each other:

Security Awareness. The purpose of security awareness is to catch people’s attention and
convince them security is worth the engagement. Given that many organisations face
compliance and security fatigue, to quote Cormac Herley: More Is Not The Answer [16]:
aiming a lot of communications will backfire. We need to capture people’s attention, and
get them to realise that (a) cyber security is relevant to them, that is, the risks are real
and could affect them, and (b) there are steps they can take to reduce the risk and that
they are capable of taking those steps. Crafting effective awareness messages is not
an easy task for security professionals. Working with the communications specialists in
an organisation can, therefore, help. They not only know how to craft messages that
catch people’s attention, but know how to reach different audiences via the different
channels available to them, and integrate them into the overall set of communications
to avoid message fatigue.

Security education. Once people are willing to learn more about cyber security, we can provide
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information about risks and what they can do to protect themselves against them.
Most people currently have very incomplete and often incorrect mental models (see
Section 4.2) on cyber risks. Transforming them into more accurate ones provides a
basis on which to build cyber security skills. However, it is hard to ascertain whether
the education leads to more accurate mental models or at least the ones that security
professionals expect people to possess. This divergence must be borne in mind. For
instance, Nicholson et al. [53] introduce the Cybersurvival task as a means to understand
such divergence between security experts and employees in order to inform the design
of security education programmes.

Security Training. Training helps people to acquire skills, e.g., how to use a particular security
mechanism correctly, how to recognise and respond to a social engineering attack. In
addition to showing people how to do something, we need to support the acquisition
of skills by letting them practise the skills in a setting where they can ‘experiment’ with
security decision-making and reflect on their perceptions and biases [54]. Parts of skill
acquisition can be supported online, but, like all learning, it is much more likely to be
successful when taking place in the context of a social community [55].

A common misunderstanding is that if people complete the three steps above and know what
to do, they will change their behaviour. But knowing what to do and how to do it is not enough.
As we discussed in Section 3, human activity is 90% automatic, driven by routines or habits
stored in the long-term workspace. The new security behaviour needs to be embedded there
but its place is occupied by an existing behaviour (similar to an old password). The adage
that ‘o/d habits die hard’ accurately describes the fact that until we manage to push the old
behaviour out and the new behaviour becomes automatic, all our awareness, education and
training efforts may not yield the changes in behaviour we are seeking. This is a challenging
undertaking. Since productive activity needs to carry on while we change security behaviour
(Section 2), we can only target 1-2 behaviours at a time, and embark on changing the next
1-2 only once these have become genuinely embedded. Nor should one conflate security
awareness and education with security culture (cf. Risk Management & Governance CyBOK
Knowledge Area [44]). These can be one element in developing a security culture but are not
in themselves representatives of an effective security culture.

The RISCS White Paper ‘Awareness is only the first step’ [51], presents a model of support
(Figure 3 that organisations need to provide to achieve security behavioural change. It shows
that the three steps we have discussed so far are only the first steps, and that a further four
steps are required to achieve behavioural change. To support these additional steps, we can
draw on a new generation of learning resources that have evolved. And such steps require
investment from organisations - in terms of strategy, time, planning and resources.

4.1 New approaches to support security awareness and behaviour change

Simulations and games are increasingly being used, both to make security awareness more
attractive, and to help with more complex educational measures and behavioural change.

Anti-phishing simulations designed to teach employees not to click on suspicious links are
probably the most widely used in organisations today. Their popularity stems from the fact
that they provide the ability to measure the impact of interventions, and they tend to show a
decrease in click rates in the short term. The argument is that the experience of having been
phished is a ‘teachable moment’ that captures the employees’ attention and persuades them
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Figure 3: Behaviour change model from RISCS White Paper [51]

to work their way through the education being offered. However, Fogg, who first introduced
the concept of ‘trigger moments’ (referred to as Prompts in the most recent Fogg Behaviour
Model, cf. Figure 4) is very clear that they will only lead to behaviour change if the person has
a sufficient level of motivation to engage with the training provided, and the ability to apply the
skills being taught. Joinson argues that certain emotional and contextual triggers employed
by social engineering attackers are so targeted and powerful (for instance, a notification
purporting to have information about traffic or public transport disruptions shortly before the
end of the working day) that they cannot be prevented by training [56].

From a human factor perspective, anti-phishing simulations can be problematic: 1) because
employees may perceive this as being attacked by their own organisation, which reduces
trust [46] and 2) they may lead employees to become so reluctant to click on links that they
do not act on genuine emails that may be important. These factors need to be carefully
considered in the design of any such simulations [13]. Furthermore, as we discussed above,
the use of mechanisms such as DMARC can reduce the number of suspicious emails on
which users need to focus, enabling education and training to be geared towards explaining
social engineering and manipulation techniques.
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Figure 4: Fogg Behaviour Model has three factors: motivation, ability and triggers (https:
//behaviormodel.org)

Security awareness games Capture The Flag (CTF) games are designed to raise awareness
of vulnerabilities, and how they can be exploited. The idea is that by seeing how they can use the
vulnerabilities to attack a system, defenders learn to not incorporate them in their own systems.
However, the focus is on training those charged with securing the organisation and not the wider
set of users and employees.

There are tabletop card games aimed at providing security awareness to a wider user base within
organisations, e.g., Ctrl-Alt-Hack [57], dox3d!? and others are specifically targeted towards ICT
specialists and developers, e.g., Microsoft's Elevation of Privilege?. There are also board games
designed to be played by work groups to raise awareness of cyber security threats and the com-
plexity of cyber risk decision-making, e.g., Decisions and Disruptions [54]. All of these games
have the potential advantage of offering a social learning experience if played in a group context.
But, if they are provided as one-off exercises, they are unlikely to have a lasting effect.

Overall, games and simulations have the potential to offer engaging new elements that can be
deployed at different stages of the behaviour change model (see Figure 3) but they need to be
part of a planned behaviour transformation programme, not one-shot interventions.

ahttps://d0x3d.com/d0x3d/about.html
bhttps://www.microsoft.com/en-us/SDL/adopt/eop.aspx

4.2 Mental models of cyber risks and defences

Much of the knowledge in the long-term workspace is organised in the form of mental models,
mental analogues of devices with which people interact. They can range in detail from
structural models (like blueprints) that experts have, to task-action models that enable non-
experts to operate a device competently. A person with a task-action model of operation can
drive a car, but only an expert with a structural model can diagnose faults and repair them.
Clearly, we cannot expect non-security experts to understand all cyber risks in detail.

Wash argues that inadequate mental models of security make users vulnerable against
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intelligent adversaries:

‘These users believe that their current behavior doesn’t really make them vul-
nerable, so they don’t need to go to any extra effort.’ [52]

Understanding users’ mental models can provide insights into how users perceive particular
security information, e.g. alerts [58] or specific tasks they have to undertake, e.g. deletion [38].
The question is: which models would be helpful? There are example mental models in the
literature, for instance, physical security models, medical models, criminal models, warfare
models and market models [59], which may provide a basis to communicate complex security
issues to users. Perceptions of risk are also relevant in this regard. These, along with respon-
sibility, are covered in the Risk Management & Governance CyBOK Knowledge Area [44] so
are not discussed further here.

5 POSITIVE SECURITY

[60]

What is the goal of cyber security? When asked, most people’s first response is along the
lines of preventing cyber attacks or at least reducing the risk of attacks succeeding, or losses
being too high. As Florencio et al. pointed out, vendors and those who want organisations to
take security more seriously resort to a ‘Fear Uncertainty and Doubt (FUD) sale’ — creating
fears of attacks and their consequences, Uncertainty about consequences and Doubt about
organisations’ ability to defend themselves — thus boosting the cyber security market and the
sale of products [60].

‘FUD provides a steady stream of factoids (e.g., raw number of malware sam-
ples, activity on underground markets, or the number of users who will hand over
their password for a bar of chocolate) the effect of which is to persuade us that
things are bad and constantly getting worse!

Security practitioners today complain that most individuals and businesses do not take cyber
risks seriously. The problem is that fear sales are not a good basis for security decision-
making: when the resulting investment in security turns out not to be effective, decision-makers
become skeptical about the benefits of cyber security. This, in turn, encourages the other side
to ramp up the FUD, leading to a spiral of fear and grudging investment in security.

In order to defend from novel threats, companies need more than passive adherence — em-
ployees wanting to defend the organisation, and understanding and agreeing with the respon-
sibilities they have been assigned in the defence. To achieve that, we must make security
a proposition that is credible, so that people want to buy into it. Positive security offers
more than protecting things we care about from negative consequences (‘freedom from’).
It enables us to engage in activities we value, and have experiences we cherish (‘freedom
to’) [61, 62]. Roe argues that a positive conception of security will open ideas for new policy
options and interventions, and encourage individuals or groups to become more involved in
decision-making about security, and being part of delivering it [62].

Another key aspect of positive security is the language we use in connection with it. As a first
step, we must stop the practice of demonising people who are unwilling or unable to follow
security advice: calling these people ‘The Weakest Link’ implicitly blames them for not being
able to make sense of, or comply with, security.
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6 STAKEHOLDER ENGAGEMENT

[33, 63, 64]

6.1 Employees

From the research on human behaviour in cyber security over the past decade, one very
clear theme has emerged: the importance of engaging in finding ways of making security
work for employees. Communication and leadership are important in this regard. However,
these aspects and others pertaining to organisational cultures are discussed in the Risk
Management & Governance CyBOK Knowledge Area [44]. Here, we focus on employees rather
than organisational leadership and aspects, such as strategic board-level leadership of cyber
security.

Lizzie Coles-Kemp and colleagues have developed an approach that takes employee involve-
ment in improving security a step further. They use projective techniques (e.g., drawings
and collages) to build representations of daily activity, and ground the discussion of security
in these. Case studies [9, 36] show how this helps to identify the root causes of insecure
behaviour that the organisation sees as undesirable, in many cases badly designed security
(echoing the results of Beautement et al. [33]), but also more fundamental failings of the
organisation to support the business and its individual tasks.

Creative security engagements (first mentioned by Dunphy et al. [65]) encourage participants
(employees in the company context or consumers or citizens in wider engagement) to reflect
on:

+ their environment,

+ the emotions they feel,

* the constraints they experience,

* the pressures they are under,

+ the actions and tasks they perform when generating and sharing information.

One particular technique for creative engagements using Lego for the physical modelling of
information security threats was developed by the EU Trespass Project®. This type of physical
modelling bridges the gap between the typical diagrams (flow-charts and Unified Modelling
Language (UML) diagrams, for example) with which security practitioners commonly work,
and the everyday practices of the consumers who are affected by security design. Heath, Hall
& Coles-Kemp [66] reported a successful case study of this method to model security for
a home banking application, which identified areas where human intervention and support
needed to be provided to make security work overall.

These studies provide examples of different ways of engaging with employees, consumers
and citizens on security. They are part of a growing trend in research (cf. work on Productive
Security [67]), moving away from the mechanistic approach of looking for traits within individ-
uals that are conducive to the desired security behaviour, or trying to change behaviour by
addressing or tweaking those traits. The fundamental focus of these approaches is about
changing the design of security to align with user and organisational tasks to reduce workload

Shttps:/www.trespass-project.eu/
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and increase productivity for an organisation. The fact that it also leads to a more positive
perception of security is a valuable side-effect.

6.2 Software developers and usable security

Zurko & Simon pointed out that unusable security affects not only general employees who may
not have specific computing or security education but also those who have significant technical
skills, such as developers and system administrators [68]. They also face increasing workloads
and complexity, and make mistakes because the libraries and application programming
interfaces (APIs) they draw on are not usable. Arguably, errors that these technical users
make generally have a more significant impact than mistakes made by general employees,
e.g., the Heartbleed vulnerability.

Developers and password security We noted above the usability issues of password and
other authentication systems that have been studied extensively for end-users, highlighting prob-
lems and informing design decisions for better policies and motivating research into alternatives.
However, end-users are not the only ones who have usability problems with passwords. The de-
velopers who are tasked with writing the code through which the passwords are stored must do
so securely. Yet, history has shown that this complex task often fails due to human error with
catastrophic results. If developers forget to ‘hash and salt’ a password database, this can lead
to millions of end-user passwords being compromised. Naiakshina et al. [8, 7] conducted a ran-
domised control trial with computer science students, as well as freelance developers, and found
that, similar to end-users, developers also suffer from task-focus and they see security as a sec-
ondary task. None of the student participants, and only a small number of freelance developers,
implemented any kind of security unless explicitly prompted to do so. Interestingly, of those par-
ticipants who did implement some security measures, the students did better than the freelance
developers, who on the whole used more outdated and incorrect cryptographic mechanisms to
store their passwords.

A number of studies, e.g., Enck et al. [69] and Fahl et al. [63] have highlighted the extent to
which vulnerabilities manifest in modern eco-systems centred on app development. It was
notable that, of the 96 developers who were contacted by Fahl et al., a large number were
willing to provide information, but only 13 were interviewed because their companies refused
permission for them to do so. From the interviews, Fahl et al. found that developers had little
to no security training and were under extreme pressure to complete the app quickly—and
that was the reason for the mistakes that led to vulnerabilities.

Acar et al. [70] have studied the impact of online social networks, such as StackOverflow,
on the security of code that developers produce. Two thirds of the developers who used
StackOverflow or a textbook managed to produce a functionally correct solution within the
allocated time, whereas only 40% of those using official documentation did. In terms of
the security tasks, the results were reversed. Those using official documentation produced
the most secure code and those using the StackOverflow the least. A traditional security
response to this result would be ‘use of StackOverflow should be forbidden." But clearly,
the productivity price developers and their organisations would pay would be a hefty one.
For instance, recent work [71] has shown that developers utilise such forums to exchange
information and offer mutual support for security problem-solving. That is not to say that
such advice is always effective (as noted above) but the forums do provide a community of
practice in which developers can share their problems and seek help. Banning such forums
outright without replacing them with relevant support would, therefore, not address the crux
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of why developers seek such support.

The usability challenges of cryptographic APls and their documentation have been highlighted
by Arzt et al. [72] and Nadi et al. [73], and tools proposed to support developers in their
usage [74]. Recently, tools have also been proposed to improve the usability of static analysis,
e.g. [75]. Green and Smith have synthesised insights from the existing body of research into a
set of ten principles to make application programming interfaces for security and cryptography
libraries more usable for developers [64]. Patnaik et al. [76] identify four usability smells that
indicate that cryptographic APls may not be fully addressing such principles, offering insights
to library developers on the key areas on which to focus in order to improve the usability of
their libraries.

The disconnect between developers and users also needs to be considered. Caputo et al. [77]
highlighted that developers did not understand the impact of the lack of usability on individual
performance and wellbeing, organisational productivity, or the effectiveness of security. They
recommend that management must ensure that developers experience the results of the
lack of security and usability directly — by having to deal with help desk calls, the impact
of losses — and engage more. Recent work has provided insights into the role of strong
organisational security cultures on developers’ mindsets with regards to security [78] and how
experts improve their security practices [79].

7 CONCLUSION

Humans and technologies do not exist in isolation. Humans conceive new technologies,
design and implement them, and are also their users and maintainers. Cyber security is no
different. Human behaviours shape cyber security (e.g., responses to phishing campaigns lead
to anti-phishing filters or new security training). Equally, the design of cyber security (humans
design those filters or training mechanisms) impacts people’s interactions with systems and
the security mechanisms designed into those systems (e.g., impedence to primary tasks or
increased workload arising from security tasks). We must consider this symbiotic relationship
throughout the conception, design, implementation, maintenance, evolution — and let’s not
forget, decommissioning — of cyber security mechanisms. Human factors must play a central
role as, after all, the purpose of cyber security is to protect people, their data, information and
safety. We must — as far as possible — fit the task to the human and not the human to the
task.
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ACRONYMS
2FA Two Factor Authentication.
BYOD Bring Your Own Device.

CAPTCHA Completely Automated Public Turing test to tell Computers and Humans Apart.
CCTV Closed Circuit Television.

CIA Central Intelligence Agency.

CTF Capture The Flag.

DMARC Domain-based Message Authentication Reporting and Conformance.
FUD Fear Uncertainty and Doubt.
GOMS Goals, Operators, Methods.

ICT Information and Communication Technologies.

ISO International Organization for Standardization.
KA Knowledge Area.

LTM Long Term Memory.
LTM-EM Episodic Memory.
LTM-SM Semantic Memory.

NASA National Aeronautics and Space Administration.
NCSC National Cyber Security Centre.
NIST National Institute of Standards and Technology.

OTP One Time Password.

PCCP Persuasive Cued Click Points.

PIN Personal Identification Number.

SoS Systems-of-Systems.
SSL Secure Sockets Layer.
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STM Short Term Memory.
TLX Task Load Index.

UML Unified Modelling Language.

GLOSSARY

CyBOK Refers to the Cyber Security Body of Knowledge.
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